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PREFACE

The identification of hydrogen peroxide in regulation of cell signaling and

gene expression was a significant breakthrough in oxygen biology. Hydro-

gen peroxide is probably the most important redox signaling molecule that,

among others, can activate NFkB, Nrf2, and other universal transcription

factors and is involved in the regulation of insulin- and MAPK signaling.

These pleiotropic effects of hydrogen peroxide are largely accounted for

by changes in the thiol/disulfide status of the cell, an important determinant

of the cell’s redox status. Moreover disruption of redox signaling and control

recognizes the occurrence of compartmentalized cell redox circuits.

Hydrogen peroxide signaling has been of central importance in cell

research for some time and some previous volumes ofMethods in Enzymology

have covered in part some aspects of the physiological roles of hydrogen per-

oxide. However, there have been new developments and techniques that

warrant these three volumes ofMethods in Enzymology, which were designed

to be the premier place for a compendium of hydrogen peroxide detection

and delivery methods, microdomain imaging, and determinants of hydrogen

peroxide steady-state levels; in addition, the role of hydrogen peroxide in

cellular processes entailing redox regulation of cell signaling and transcrip-

tion was covered by experts in mammalian and plant biochemistry and

physiology.

In bringing this volume to fruition credit must be given to the experts in

various aspects of hydrogen peroxide signaling research, whose thorough and

innovative work is the basis of these three Methods in Enzymology volumes.

Special thanks to the Advisory Board Members—Christopher J. Chang, So

Goo Rhee, and Balyanaraman Kalyanaram—who provided guidance in the

selection of topics and contributors. We hope that these volumes would be

of help to both new and established investigators in this field.

ENRIQUE CADENAS

LESTER PACKER

May 2013
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xxxixMethods in Enzymology



VOLUME 340. Drug–Nucleic Acid Interactions

Edited by JONATHAN B. CHAIRES AND MICHAEL J. WARING

VOLUME 341. Ribonucleases (Part A)

Edited by ALLEN W. NICHOLSON

VOLUME 342. Ribonucleases (Part B)

Edited by ALLEN W. NICHOLSON

VOLUME 343. G Protein Pathways (Part A: Receptors)

Edited by RAVI IYENGAR AND JOHN D. HILDEBRANDT

VOLUME 344. G Protein Pathways (Part B: G Proteins and Their

Regulators)

Edited by RAVI IYENGAR AND JOHN D. HILDEBRANDT

VOLUME 345. G Protein Pathways (Part C: Effector Mechanisms)

Edited by RAVI IYENGAR AND JOHN D. HILDEBRANDT

VOLUME 346. Gene Therapy Methods

Edited by M. IAN PHILLIPS

VOLUME 347. Protein Sensors and Reactive Oxygen Species (Part A:

Selenoproteins and Thioredoxin)

Edited by HELMUT SIES AND LESTER PACKER

VOLUME 348. Protein Sensors and Reactive Oxygen Species (Part B: Thiol

Enzymes and Proteins)

Edited by HELMUT SIES AND LESTER PACKER

VOLUME 349. Superoxide Dismutase

Edited by LESTER PACKER

VOLUME 350. Guide to Yeast Genetics and Molecular and Cell Biology

(Part B)

Edited by CHRISTINE GUTHRIE AND GERALD R. FINK

VOLUME 351. Guide to Yeast Genetics and Molecular and Cell Biology

(Part C)

Edited by CHRISTINE GUTHRIE AND GERALD R. FINK

VOLUME 352. Redox Cell Biology and Genetics (Part A)

Edited by CHANDAN K. SEN AND LESTER PACKER

VOLUME 353. Redox Cell Biology and Genetics (Part B)

Edited by CHANDAN K. SEN AND LESTER PACKER

xl Methods in Enzymology



VOLUME 354. Enzyme Kinetics and Mechanisms (Part F: Detection and

Characterization of Enzyme Reaction Intermediates)

Edited by DANIEL L. PURICH

VOLUME 355. Cumulative Subject Index Volumes 321–354

VOLUME 356. Laser Capture Microscopy and Microdissection

Edited by P. MICHAEL CONN

VOLUME 357. Cytochrome P450, Part C

Edited by ERIC F. JOHNSON AND MICHAEL R. WATERMAN

VOLUME 358. Bacterial Pathogenesis (Part C: Identification, Regulation, and

Function of Virulence Factors)

Edited by VIRGINIA L. CLARK AND PATRIK M. BAVOIL

VOLUME 359. Nitric Oxide (Part D)

Edited by ENRIQUE CADENAS AND LESTER PACKER

VOLUME 360. Biophotonics (Part A)

Edited by GERARD MARRIOTT AND IAN PARKER

VOLUME 361. Biophotonics (Part B)

Edited by GERARD MARRIOTT AND IAN PARKER

VOLUME 362. Recognition of Carbohydrates in Biological Systems (Part A)

Edited by YUAN C. LEE AND REIKO T. LEE

VOLUME 363. Recognition of Carbohydrates in Biological Systems (Part B)

Edited by YUAN C. LEE AND REIKO T. LEE

VOLUME 364. Nuclear Receptors

Edited by DAVID W. RUSSELL AND DAVID J. MANGELSDORF

VOLUME 365. Differentiation of Embryonic Stem Cells

Edited by PAUL M. WASSAUMAN AND GORDON M. KELLER

VOLUME 366. Protein Phosphatases

Edited by SUSANNE KLUMPP AND JOSEF KRIEGLSTEIN

VOLUME 367. Liposomes (Part A)

Edited by NEJAT DÜZGÜNEŞ
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CHAPTER ONE

The Biological Chemistry
of Hydrogen Peroxide
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Abstract

Hydrogen peroxide is generated in numerous biological processes and is implicated as
the main transmitter of redox signals. Although a strong oxidant, high activation energy
barriers make it unreactive with most biological molecules. It reacts directly with thiols,
but for low-molecular-weight thiols and cysteine residues in most proteins, the reaction
is slow. The most favored reactions of hydrogen peroxide are with transition metal cen-
ters, selenoproteins, and selected thiol proteins. These include proteins such as catalase,
glutathione peroxidases, and peroxiredoxins, which, as well as providing antioxidant
defense, are increasingly being considered as targets for signal transmission. This over-
view describes the main biological reactions of hydrogen peroxide and takes a kinetic
approach to identifying likely targets in the cell. It also considers diffusion of hydrogen
peroxide and constraints to its acting at localized sites.
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1. INTRODUCTION

Hydrogen peroxide is a major biological reactive oxygen species,

excess of which can cause damage to cells and tissues. It is a by-product

of respiration, an end product of a number of metabolic reactions, particu-

larly peroxisomal oxidation pathways, and a likely transmitter of cellular sig-

nals. There are many examples of exogenous H2O2 initiating redox signals

or stress responses, and receptor-mediated redox signaling is widely regarded

as involving endogenously generated H2O2. The mechanism of signal trans-

mission is widely considered to involve oxidation of thiol proteins. How-

ever, in most instances, initial targets for H2O2 and the specific reactions

involved in transmitting the signal are poorly understood. There are also

uncertainties about how redox signaling pathways operate in cells that are

rich in antioxidant defenses and which may be generating a substantial

amount of H2O2 as a metabolic end product. Therefore, to understand

the role of H2O2 in cell signaling, it is important to know where and when

it is produced and with what it can react. This chapter gives an overview of

the biological chemistry of H2O2 and considers how it is likely to react under

the conditions of the cell.

2. CHEMICAL PROPERTIES

H2O2 is a strong two-electron oxidant, with a standard reduction

potential (E0
o) of 1.32 V at pH 7.0. It is therefore more oxidizing than

hypochlorous acid (OCl�/Cl�) or peroxynitrite (ONOO�=NO2
�), for

which the equivalent values are 1.28 and 1.20 V, respectively. However,

in contrast to the two reactive species, H2O2 reacts poorly or not at all with

most biological molecules, including low-molecular-weight antioxidants.

This is because a high activation energy barrier must be overcome to release

its oxidizing power, or in other words, the reactions of H2O2 are kinetically

rather than thermodynamically driven (Fig. 1.1). H2O2 is a weak one-

electron oxidant (E0
o ¼ 0:32V). However, the one-electron reduction prod-

uct, the hydroxyl radical, is one of the strongest oxidants known

(E0
o¼ 2:31V). Its reactions have a very low activation energy barrier and

occur at close to diffusion-controlled rates.

H2O2 has a pKa of 11.6 so is mostly uncharged at physiological pH. The

anion (HOOd) is a strong nucleophile, but its reactions are limited by the

high pKa. Due to the polarizability of the OdO bond, H2O2 can also act as
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an electrophile, and as discussed below, proteins that facilitate polarization

enhance its reactivity by many orders of magnitude. The OdO bond is also

relatively weak and is susceptible to homolysis when H2O2 is subjected to

heating, radiolysis, photolysis, or redox metals. This gives rise to the

hydroxyl radical, or in some cases, a higher oxidation state of the metal.

These secondary products are responsible for many of the strong oxidizing

(or disinfecting) actions of H2O2.

2.1. Two-electron oxidations
2.1.1 Thiols
Most biological molecules that lack a transition metal center do not react

directly with H2O2. Cys residues in proteins and low-molecular-weight

thiols are among its few direct targets, although with minor but important

exceptions, they react relatively slowly (Winterbourn &Metodiewa, 1999).

The reaction is exclusively with the thiolate anion, so at physiological pH,

thiols with a low pKa are more ionized and therefore more reactive. Reac-

tivity is measured as the rate constant (k) for the reaction, and when rate con-

stants are expressed in terms of thiolate rather than total thiol concentration,

values for low-molecular-weight thiols are similar (�20 M�1 s�1)

(Winterbourn & Metodiewa, 1999). Thus, GSH which is less ionized than

Figure 1.1 Energy diagram illustrating the kinetic constraint for a thermodynamically
favorable reaction of H2O2. Reproduced from Winterbourn (2012) with permission.
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Cys reacts more slowly at pH 7.4 (Table 1.1). The same general relationship

holds for many protein thiols, including low pKa protein tyrosine phospha-

tases (PTPs), which react as predicted for a low pKa thiol. A few thiol pro-

teins are known to be more reactive, most notably the peroxiredoxins,

which have rate constants up to five orders of magnitude higher. Clearly

(as discussed in Section 2.1.4), low pKa is not sufficient to confer this reac-

tivity. Methionine residues also react with H2O2, but �100 times more

slowly than thiols.

The initial product from the thiolate is the sulfenic acid (Fig. 1.2).

Sulfenic acids, which generally have a lower pKa and are therefore more ion-

ized than their corresponding thiol (Claiborne, Miller, Parsonage, & Ross,

1993), react rapidly with thiols to form the disulfide, and unless shielded

from such reactions, as in serum albumin (Carballal et al., 2003), they are

transient species. Sulfenic acids are also oxidized by H2O2 to give the sulfinic

acid, but rates tend to be 1000-fold slower than for the equivalent thiol. In

some proteins, including PTP1B (Salmeen et al., 2003), the sulfenic acid can

react reversibly with a neighboring amide group to form a sulfenyl amide,

which protects it from further oxidation. Sulfenic acids can be derivatized,

for example, by dimedone, and can be detected using procedures based on

these reagents (Nelson et al., 2010; Truong, Garcia, Seo, & Carroll, 2011).

Table 1.1 pKa values and reaction rates with H2O2 for selected low-molecular-weight
thiols and thiol proteins
Thiol pKa Rate constant (M�1 s�1)

GSHa 8.8 0.89

Cysteinea 8.3 2.9

N-acetylcysteinea 9.5 0.16

Thioredoxin 6.5 1.05

GAPDH 8.2 �500

PTP1B 5.4 20

Cdc25B 6.1 160

Peroxiredoxins 5–6 1–4�107

Rate constants are for pH 7.4–7.6, measured at 37 or 20–25 �C. Data are taken from Stone (2004) and
Winterbourn and Hampton (2008), where references to the original papers reporting these values are
given. Peroxiredoxin values are for the typical 2-Cys peroxiredoxins, human peroxiredoxins 2 and 3,
yeast Tsa1 bacterial AhpC; human peroxiredoxin 5 (atypical 2-Cys form) has a value of 3�105.
aMicroscopic pKa values are given (see Nagy and Winterbourn, 2010 for explanation).
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2.1.2 Keto acids
Another biologically relevant reaction of H2O2 is the oxidation of keto

acids. Pyruvate is oxidized to acetate and carbon dioxide with a rate constant

of 2.2M�1 s�1 (Vasquez-Vivar, Denicola, Radi, & Augusto, 1997).

Rapid removal of H2O2 from cell culture media containing added or

secreted pyruvate has been observed (O’Donnell-Tormey, Nathan, Lanks,

DeBoer, & de la Harpe, 1987), and at a typical intracellular concentration

of 0.1–0.5 mM, pyruvate would be competitive with most thiols for H2O2.

2.1.3 Carbon dioxide
H2O2 reacts with carbon dioxide to form peroxymonocarbonate

(reaction 1.1)

H2O2þCO2>HCO4
�þHþ: ½1:1�

As peroxymonocarbonate reacts approximately 200 times faster than

H2O2 with thiols and methionine (Bakhmutova-Albert, Yao, Denevan, &

Richardson, 2010; Trindade, Cerchiaro, & Augusto, 2006), this reaction is

of interest as a potential mechanism for enhancing its reactivity. However,

the reaction is an equilibrium (K¼0.4 M�1) with only �1% of the H2O2

present as peroxymonocarbonate in a physiological bicarbonate buffer, so

enhancement is limited to a fewfold. Also, the forward step is slow

(k¼0.02M�1 s�1) so once preexisting peroxymonocarbonate had reacted,

it would take seconds to regenerate under these conditions. Reaction (1.1)

can be accelerated by carbonic anhydrase (Bakhmutova-Albert et al.,

2010), and this may enhance its physiological relevance.

H2O2

H2O2

JCH2JCOJNJCH2J

PrSO2
-

Pr-SS-Pr

Pr-SSG
GSH

Pr-SH

Pr-S

Pr-SO-PrS-

Figure 1.2 Major reactions of thiols with H2O2. The thiol (RS
�), sulfenic acid (RSO�), and

sulfinic acid (RSO2
�) are represented as anions as it is these rather than the protonated

forms that react with it. The dashed arrows show the possibility of the sulfenate reacting
reversibly with an amide nitrogen to give the sulfenyl amide (as occurs in someproteins).
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2.1.4 Explaining the high reactivity of thiol peroxidases
A select group of thiol proteins, most notably the peroxiredoxins and glu-

tathione peroxidases, and the bacterial H2O2-responsive transcriptional acti-

vator oxyR, react with H2O2 many orders of magnitude faster than can be

explained by the presence of an ionized thiol (Ferrer-Sueta et al., 2011;

Winterbourn & Hampton, 2008). It is becoming evident that this excep-

tional reactivity requires additional activation of the H2O2 in the transition

state of the enzyme (Hall, Parsonage, Poole, & Karplus, 2010; Nagy et al.,

2011). It is noteworthy that these proteins are highly reactive with other per-

oxides and peroxynitrite, all of which also contain an OdO bond, but not

with other oxidants or reagents such as maleimides and iodo compounds

(Peskin et al., 2007). Evidence from structural and kinetic studies of the per-

oxiredoxins supports the formation of a transition state with the H2O2

aligned so that hydrogen bonding polarizes the dOdO bond to facilitate

electrophilic attack on the thiolate by one end of the molecule and release of

the other as OH� or H2O. Some of the critical amino acid residues in the

peroxiredoxins have been identified (Hall et al., 2010; Nagy et al., 2011) and

it will be interesting to see if other thiol proteins contain similar motifs.

2.2. Reactions with transition metals and one-electron
oxidations

Many of the biologically damaging effects ofH2O2 are dependent on transition

metals such as iron and copper, which cleave the OdO bond to generate

hydroxyl radicals or activated metal complexes (Imlay, 2008). These species

are more reactive and less discriminating than H2O2 itself and are prime initi-

ators of free radical reactions. Physiologically, the transition metal centers may

be low-molecular-weight chelates, heme peroxidases, or other redox-active

metalloproteins such as iron/sulfur proteins. Metal-catalyzed or free radical

reactions have received little attention as participants in cell signaling, as they

are generally considered to lack the required specificity. However, these reac-

tions are more facile than most two-electron oxidations and it is possible that

reactions involving metal complexes or metalloproteins could contribute.

Regardless ofwhether this is the case, it is likely thatH2O2 can reactwithmetals

and form radicals under conditions where redox signaling is observed.

2.2.1 Transition metals and Fenton chemistry
The Fenton reaction has been much studied as a source of hydroxyl radicals

and initiator of biological damage (Imlay, 2003; Winterbourn, 1995). In its

simplest form, it can be written (where iron is complexed to ligand L) as
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L�Fe2þþH2O2!L�Fe3þþOH� þOH� ½1:2�

Fenton chemistry strictly involves iron and the name originates from

observations by Fenton in the 1880s that a mixture of acidified iron and

H2O2 generates a strong oxidant. The term Fenton-like is also used to

describe comparable reactions of other transition metals such as copper. Rate

constants for reaction (1.2) depend on the metal complex and are typically in

the 5–20�103 M�1 s�1 range. Over the years, there has been considerable

debate as to whether the product is the hydroxyl radical or a higher oxidation

state of themetal (such as ferryl [FeO]2þ orCu(III) complexes), with product

analyses and competition kinetic studies with a variety of iron chelates and

detector systems leading to differing conclusions (Sutton & Winterbourn,

1989; Walling, 1975). The complex situation is best described by reactions

(1.3–1.6) (Goldstein, Meyerstein, & Czapski, 1993; Winterbourn, 1995):

L�Fe2þþH2O2!L�Fe2þ H2O2ð Þ ½1:3�
L�Fe2þ H2O2ð Þ! L�FeOð Þ4þþH2O ½1:4�

L�Fe2þ H2O2ð Þ! L�Fe3þþOH�þOH� ½1:5�
L�Fe2þ H2O2ð Þor L�FeOð Þ4þ or OH� þ substrate! products: ½1:6�

Rather than reaction (1.2), it is likely that the initial step is formation of a

ferrous peroxide (Fe[IV]) complex (reaction 1.3). This can convert to a ferryl

species (reaction 1.4), breakdown to give hydroxyl radicals (reaction 1.5) or

directly oxidize a substrate. The rate of reaction (1.3) varies depending on

the chelator which, in biological systems, could be a small molecule such

as citrate or ATP or a macromolecule-binding site.Whether the initial com-

plex undergoes reaction (1.4) or (1.5) or reacts directly with a substrate also

depends on the chelator as well as the nature of the substrate. So, in different

circumstances, one or all three of the reactive species may be the oxidant in

reaction (1.6). These species are difficult, if not impossible, to distinguish

kinetically. However, they are all strong oxidants, so regardless of which

is involved, the products from a particular substrate should be similar and

it is best to describe the reactive species as the Fenton oxidant. An important

variation of the Fenton reaction is where the metal is bound to a biological

molecule that can be oxidized, in which case site-localized reactions by the

bound oxidant can occur. Examples of this are copper-catalyzed oxidation of

DNA and protein oxidation by an iron/ascorbate system (Chevion, 1988;

Stadtman, 1990).
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Chelation or sequestration of transition metals to limit their redox activ-

ity (such as iron in transferrin or ferritin) is an important protective mech-

anism against damage by H2O2 (Imlay, 2003). Nevertheless, these metals are

in a dynamic state in cells, and micromolar concentrations of low-

molecular-weight iron have been measured. To maintain Fenton chemistry

at these concentrations, the oxidized metal needs to be recycled. This was

once thought to be an important function for superoxide, in what is com-

monly referred to as the superoxide-driven Fenton reaction or Haber–Weiss

reaction. However, reductants such as ascorbate or GSH are much more

prominent in this role. Higher iron concentrations are likely in lysosomes,

where metalloproteins are degraded and the stability and reactivity of iron

salts are enhanced by the low pH (Yu, Persson, Eaton, & Brunk, 2003).

These organelles are favored sites for Fenton chemistry, and cytoprotective

effects of chelators such as desferrioxamine may be largely attributed to com-

plexing of lysosomal iron (Kurz, Gustafsson, & Brunk, 2006).

2.2.2 Interaction of H2O2 with heme peroxidases and other
metalloproteins

H2O2 reacts rapidly with heme peroxidases, for example, myeloperoxidase,

eosinophil peroxidase, and lactoperoxidase, with rate constants typically

107–108 M�1 s�1 (Davies, Hawkins, Pattison, & Rees, 2008). The “acti-

vated” heme–peroxide complexes are then able to oxidize a range of sub-

strates, to generate free radicals or in some cases two-electron oxidants

such as hypochlorous acid. These major peroxidases are largely restricted

to specialist cells involved in host defense, so while important for dictating

the reactivity of H2O2 in inflammatory conditions, they are unlikely to have

a universal role as targets for H2O2 in cell signaling. However, other cellular

heme proteins including cytochromes have surrogate peroxidase activity.

Although they are less reactive than dedicated peroxidases (e.g., the rate con-

stant for cyt c is 200 M�1 s�1;Kagan et al., 2005), their prevalencemakes them

feasible intracellular targets and regulators of H2O2 action.

Other metalloproteins, for example, Cu/Zn superoxide dismutase, cyto-

chrome oxidase, and Fe/S proteins react with H2O2 ( Jang & Imlay, 2007;

Zhang, Joseph, Gurney, Becker, & Kalyanaraman, 2002). Inactivation of the

protein can result from the oxidized metal-modifying amino acid(s) at the

binding site. It can also result in peroxidase activity with exogenous sub-

strates that access the bound metal, as in the case of conversion of CO2

to the carbonate radical by superoxide dismutase.
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3. ANTIOXIDANT DEFENSES AGAINST H2O2

Cells are endowed with multiple defenses against H2O2. These

include catalase, glutathione peroxidases, and the more recently recognized

peroxiredoxins. Plants also use heme peroxidases such as ascorbate peroxi-

dase (Foyer &Noctor, 2009). Catalase, which breaks downH2O2 to oxygen

and water, is confined to peroxisomes in most cells (erythrocytes and neu-

trophils being exceptions). Its prime function is to remove H2O2 generated

by peroxisomal oxidases but it can also remove any H2O2 that diffuses into

these organelles (Schrader & Fahimi, 2006). Glutathione peroxidase and

peroxiredoxin family members are more widely distributed in the different

cell compartments (Rhee, Woo, Kil, & Bae, 2012; Ursini et al., 1995).

Glutathione peroxidases contain an active site selenocysteine (or in some

cases cysteine), which reacts rapidly with peroxides. The senelenic acid

(dSeOH) and/or selenyl amide are proposed intermediates (Fig. 1.3A),

and the catalytic cycle is completed by GSH which is regenerated by gluta-

thione reductase and NADPH (Flohe, Toppo, Cozza, & Ursini, 2011). The

peroxiredoxins are highly abundant thiol proteins that can be classified as

typical 2-Cys, atypical 2-Cys, or 1-Cys forms (Nelson et al., 2011; Rhee

et al., 2012). As well as H2O2, they react readily with peroxynitrite and

organic peroxides (Trujillo, Ferrer-Sueta, Thomson, Flohe, & Radi,

2007), initially to form the sulfenic acid (Hall, Karplus, & Poole, 2009).

The typical 2-Cys peroxiredoxins (Prxs 1–4 in mammals) form decameric

structures made up of tight dimers and form interchain disulfides by conden-

sation of the sulfenic acid with the resolving cysteine on the opposing chain.

Atypical 2-Cys peroxiredoxins form intramolecular disulfides. The dis-

ulfides are recycled by thioredoxin, which in turn is regenerated by

thioredoxin reductase and NADPH (Fig. 1.3). Other proteins with

thioredoxin domains, for example, cyclophilins (Lee et al., 2001) and pro-

tein disulfide isomerases (Tavender, Springate, & Bulleid, 2010) may also

carry out this step. The 1-Cys peroxiredoxins are recycled by GSH. For

Prx6, the only mammalian form, this involves the participation of glutathi-

one S-transferase p (Fisher, 2011). A significant feature of the 2-Cys per-

oxiredoxins (particularly in eukaryotes) is that they can be inactivated by

a second peroxide molecule reacting with the sulfenic acid to give the

sulfinic acid. Oxidation appears to occur more readily than with other sul-

fenic acids and regulates both activity and oligomerization state (Rhee et al.,

2012). It is noteworthy that both the glutathione peroxidases and
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peroxiredoxins ultimately depend on NADPH to maintain their catalytic

activity, making NADPH regeneration a key feature of effective antioxidant

defense (Fig. 1.3).

All these proteins react extremely rapidly with H2O2. The rate constants

for catalases, seleno-glutathione peroxidases, andmany of the peroxiredoxins

are in the 107–108 M�1 s�1 range (Cox, Peskin, Paton, Winterbourn, &

Hampton, 2009; Peskin et al., 2007; Toppo, Flohe, Ursini, Vanin, &

Maiorino, 2009). The glutathione peroxidases that use Cys and some of

the peroxiredoxins (Baker & Poole, 2003; Hugo et al., 2009) react

100- to 1000-fold more slowly, but even these values are orders of magni-

tude faster than for typical low pKa thiols. This raises the interesting
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Gpx-Se- Gpx-SeO-

Gpx-SeSG
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JCH2JCOJNHJCH2JGSH
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Figure 1.3 Redox reactions of (A) seleno-glutathione peroxidases and (B) typical 2-Cys
peroxiredoxins. For (A), the initial reaction with peroxides is proposed to generate a
selenenic acid intermediate that can be stabilized by condensation with the adjacent
amide nitrogen (Flohe et al., 2011). Either can be recycled by glutathione reductase
(GR) and NADPH. For (B), H2O2 (and other peroxides) reacts with the active site Cys (SP)
of the peroxiredoxin to form the sulfenic acid which condenses with the resolving
Cys (SR) to give a disulfide. Further oxidation (hyperoxidation) by another H2O2 gives
the sulfinic acid (dashed arrow) which can be slowly recycled by sulfiredoxin. The disul-
fide is recycled by thioredoxin (Trx) which is coupled to thioredoxin reductase (TrxR) and
NADPH. See Rhee et al. (2012) for further detail.
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questions of how H2O2 escapes these defenses and reacts with other targets,

and why there is an apparent redundancy of defenses against H2O2. It is

commonly stated that glutathione peroxidases eliminate low concentrations

of H2O2, whereas catalase is more efficient at higher concentrations. How-

ever, this is erroneously argued on the basis of theKm for H2O2 being higher

for catalase, whereas in fact neither enzyme can be saturated with H2O2

(Flohe, 1982). Instead, the difference in efficiency of the two enzymes is seen

at higher H2O2 concentrations where glutathione peroxidase becomes less

effective due to recycling of GSH becoming rate limiting. One possible

explanation for the apparent redundancy in H2O2-consuming enzymes

is different compartmentalization; whereas this holds to some extent with

catalase, it does not take into account the colocalization of multiple

peroxiredoxins and glutathione peroxidases at different sites.

The reason why there are multiple enzymes for metabolizing H2O2 may

lie in the evolving view that prooxidant and antioxidant activities are not

strictly opposing processes, but rather there is a continuum of oxidative

damage, oxidative stress, and antioxidant protection (Flohe, 2010;

Foyer & Noctor, 2009; Rhee et al., 2012; Winterbourn & Hampton,

2008). Thus, antioxidants should be considered not simply as agents for

removing an oxidant but more as regulators of its level in the cell and thereby

of redox metabolism. In that capacity, antioxidants could control the extent

to which an oxidant participates in a metabolic, signaling, or destructive

pathway. Additionally, the “antioxidants” themselves (glutathione peroxi-

dase, glutathione, peroxiredoxin, or thioredoxin) could regulate cell path-

ways by undergoing redox-dependent interactions with other proteins.

There are examples of this mechanism, especially in yeast, where an oxidized

peroxiredoxin activates a transcription pathway (Delaunay, Pflieger,

Barrault, Vinh, & Toledano, 2002; Neumann, Cao, & Manevich, 2009;

Veal et al., 2004). It is also possible, although not as yet described, that vary-

ing the proportions of the different cellular peroxiredoxins and glutathione

peroxidases could differentially affect redox-regulated pathways without

changing total H2O2 scavenging ability.

4. KINETICS AND IDENTIFICATION OF BIOLOGICAL
TARGETS FOR H2O2

Although H2O2 undergoes relatively few reactions, it still oxidizes

numerous biological molecules. However, these will not all be relevant tar-

gets in a complex biological context, as some will outcompete others. The
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key factors that define whether a particular substrate will be oxidized are

how fast it reacts (defined by the rate constant) and its concentration. Thus,

a constituent with a high rate constant may not be favored if its abundance is

low. It is possible to predict likely reactions using the simple kinetic expres-

sion that describes the ratio (r) of an oxidant reacting with one substrate (A)

in competition with another (B) (where ka and kb are the rate constants and

[A] and [B] are the concentrations; or if there are multiple competitors for A,

the denominator will be the sum of the k[substrate] terms):

r¼ ka A½ �=kb B½ �:

This kinetic analysis can be used to predict likely targets for H2O2 in a

cell (Winterbourn, 2008). Although rate constants and concentrations for all

possible targets are not available, useful insight can be obtained by consid-

ering just a selection of reactions.

Modeling a simple homogeneous system containing a peroxiredoxin, a

seleno-glutathione peroxidase, selected PTPs, and GSH at estimated cell

concentrations gives a clear picture (Fig. 1.4). The peroxiredoxin and glu-

tathione peroxidase (which is slightly more reactive but less abundant than

peroxiredoxins) trap almost all the peroxide, an almost negligible proportion

reacts directly with GSH, and the PTPs compete poorly even with

GSH. Modeling a mitochondrial environment with more potential targets

PTP1B

Cdc25B

GSH

Percentage of  hydrogen peroxide reacting
with each component (log scale)

0.000001 0.0001 0.01 1 100

GPx1

Prx2

Figure 1.4 Kinetic heirarchy for cellular targets of H2O2. Simulation of competition
between a peroxiredoxin (Prx2), glutathione peroxidase (GPx 1), GSH, and two protein
tyrosine phosphatases (PTP1B and Cdc25B). Kinetic modeling was performed using rate
constants and estimated cell concentrations. Adapted from Winterbourn (2008) where
more details of the modeling procedure and the parameters used are given.
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tells a similar story (Cox, Winterbourn, & Hampton, 2009). Thus, the low

pKa PTPs and related enzymes that are widely considered as peroxide targets

in cell signaling would not be competitive kinetically. For other proteins to

be direct targets, it would seem that they would need to have reactivity

approaching that of a peroxiredoxin. At least in mammalian cells, no other

thiol proteins with this reactivity have been identified. It should be noted,

however, that while this example focuses on thiol proteins, in view of their

involvement in redox signaling, some metal centers will react with H2O2

just as well as most thiols.

5. TRANSMISSION OF REDOX SIGNALS INITIATED
BY H2O2

Although kinetic modeling implies that thiol proteins involved in sig-

naling pathways are unlikely to be oxidized directly by H2O2 (I in Fig. 1.5),

oxidative inactivation of proteins such as PTPs has been observed in cells

treated with low doses of H2O2 and during cell signaling (for example

Haque, Andersen, Salmeen, Barford, & Tonks, 2011; Rhee, Bae, Lee, &

Kwon, 2000; Tonks, 2005; Truong & Carroll, 2012). A number of alterna-

tive mechanisms can be proposed. One possibility that is receiving increased

attention (II in Fig. 1.5) is indirect oxidation via a highly reactive sensor pro-

tein such as a peroxiredoxin that transmits the oxidizing equivalents of H2O2

(Forman, Maiorino, & Ursini, 2010; Rhee et al., 2012; Winterbourn &

Hampton, 2008). Several examples of this mechanism have been described

(e.g., by D’Autreaux & Toledano, 2007; Neumann et al., 2009). This inter-

change would be facilitated by protein–protein interaction with the sensor,

and could therefore provide the selectivity required for a signaling process.

Activation of a signaling pathway could also occur by a related mechanism

involving redox-sensitive protein binding, if this altered the activity or loca-

tion of the signaling protein (III in Fig. 1.5).

Another possibility (IV in Fig. 1.5) is that the thiol compound that recy-

cles the sensor (e.g., oxidized thioredoxin or glutathione) transmits the signal

to another protein, either by thiol exchange or selective binding of the oxi-

dized or reduced form. The latter mechanism is seen with apoptosis signaling

kinase (ASK1) which is inactive when bound to reduced thioredoxin and

released when the thioredoxin is oxidized (Saitoh et al., 1998). Although

glutathione and thioredoxin were regarded for a long time as redox buffers

that equilibrate with other thiol/disulfide couples, thiol exchange reactions

are generally slow and it is now established that cellular redox couples are not
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in thermodynamic equilibrium (Kemp, Go, & Jones, 2008). Relevant

exchange reactions are therefore likely to require facilitation, for example,

by preferential binding of the protein to thioredoxin or catalysis by gluta-

redoxin (Gallogly, Starke, & Mieyal, 2009).

An important caveat to predictions made from the kinetic analyses

described earlier is that they assume homogeneous conditions. But the cell,

SH Sox

Sox

Sox

Sox

SoxSox

Sox

SH

Sinact

SH

SH

SH

SHTrx

Trx
S

S

S

S

S

SS

T T

T

T

T

T

T

TT

TG

Tact
S

S

S S

S

SH

SH

SHSH

I

II

III

IV

V

VI

SH

H2O2

H2O2

H2O2

H2O2

H2O2

H2O2

H2O2

SH

SH

Figure 1.5 Possible mechanisms for transmission of a redox signal initiated by H2O2.
I, direct oxidation of target protein (T); II, oxidation via a highly reactive sensor protein
(S); III, activation of T by dissociation from oxidized S; IV, oxidation of T via a secondary
product of S such as thioredoxin (Trx); V, inactivation of scavenging protein S to allow
oxidation of T (floodgate model); VI, association of T with H2O2-generating protein to
allow site-directed oxidation.
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with its numerousmembranous structures andorganelles, is not homogeneous,

and H2O2 production and targets are not necessarily evenly distributed. This

might allow site-localizedoxidationof less-favored targets in a particular region

or organelle where reactive proteins such as peroxiredoxins are absent or have

been inactivated (V in Fig. 1.5). Such a mechanism provides the basis for the

floodgate model of redox regulation (Wood, Poole, & Karplus, 2003). The

likelihood of site-localized action can be addressed by considering how far

H2O2 could diffuse in the presence of reactive targets, and the ability of mem-

branes to restrict this diffusion, as described in Section 6.

6. DIFFUSION DISTANCES AND
COMPARTMENTALIZATION

6.1. Diffusion
It is possible to model how far H2O2 would diffuse in the presence of various

targets and relate this to the dimensions of the cell (Winterbourn, 2008). For a

homogeneous situation with no membrane barriers, the distance a species

travels before it is consumed by reactive targets is inversely related to the con-

centrations of the targets and the rate constants of their reactions (see Footnote

1 for equation). On this basis, it can be calculated that a peroxiredoxin or glu-

tathione peroxidase at a typical cell concentration would limit the range of

H2O2 to between 50% and 10% of the cell diameter (Winterbourn, 2008).

Other thiol proteins such as PTPs would not restrict diffusion to within

the diameter of the cell. This implies that they would not undergo selective

oxidation at the siteofH2O2generation, even ifmore reactiveproteins suchas

peroxiredoxins were inactivated. Based on this analysis, site-localized oxida-

tion would require an association between oxidant generator and target that

facilitates transfer of the oxidant (VI in Fig. 1.5).

6.2. Compartmentalization and membrane permeability
One way of promoting a reaction between H2O2 and a target would be to

confine them to the same compartment or organelle. This is seen in perox-

isomes and in neutrophil phagosomes (Schrader & Fahimi, 2006;

1 Diffusion distance is described by the relationship lnC/Co¼ l√
P

k[S]/D (where k and [S] are as

described for competition kinetics, l is the distance over which the oxidant drops from an initial con-

centration of Co to C, and D is the diffusion coefficient (Lancaster, 1996). D is not known for cellular

milieu, but for small reactive species is estimated to be not greatly less than for aqueous solution. For

multiple substrates, the square root term in the denominator includes the sum of all the k[S] values, and

the distance is correspondingly smaller.
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Winterbourn, Hampton, Livesey, & Kettle, 2006). However, these are spe-

cial cases where a very high concentration of a reactive substrate (catalase and

myeloperoxidase, respectively) is able to consumemost of theH2O2 before it

candiffuse through the cellmembrane.The abilityof amembrane to confine a

reaction between H2O2 and a less-reactive substrate is less likely. However,

membranes do retard the diffusion of H2O2 (Antunes & Cadenas, 2000;

Bienert, Schjoerring, & Jahn, 2006) and transport is facilitated by some of

the aquaporin isoforms (Bienert et al., 2007). Therefore, aquaporins may

be important for regulating H2O2 movement, and if they were absent, more

confinement within a membrane-bound compartment might be possible.

Although such a mechanism has not as yet been described, there is evidence

for an aquaporin regulating the ability of H2O2 to act intracellularly. For

example, inductionofT-cellmigration byH2O2has been reported to depend

on aquaporin-3-mediated entry into the cells (Hara-Chikuma et al., 2012).

6.2.1 NADPH oxidases
Diffusion andmembrane permeability are particularly relevant for understand-

ing the fate of H2O2 generated by theNADPH oxidases (NOXs). This family

of membrane-associated multiprotein complexes is an important source of

H2O2 and NOX activation is strongly implicated in redox signaling

(Lambeth, 2004). NOXs catalyze the transfer of electrons from NADPH to

oxygen to give superoxide. Inmost cases, superoxide is released and dismutates

Plasma membrane Caveolae Endosomes

NADHNADH

NADH

NOX

NOX NOX

H2O2

H2O2

H2O2

O2
-

O2
-

O2
-

Figure 1.6 Schematic representation of release and diffusion of superoxide (light circles,
pink fill) andH2O2 (black circles, blue fill) fromNADPH oxidase activity at the cell surface, at
caveolae, or in endosomes. The membrane is represented as a dark line. NADPH is
oxidized on the cytoplasmic surface and superoxide released at the exosurface. Low
membrane permeability restricts superoxide to the compartment where it is generated.
The membrane retards but does not prevent H2O2 diffusion.

18 Christine C. Winterbourn



to give H2O2 or (as with NOX4) it may be converted to H2O2 before leaving

the active site (Leto,Morand, Hurt, &Ueyama, 2009). Electron flow is direc-

tional, with NADPH oxidized in the cytoplasm and superoxide (or H2O2)

released on the external side of the membrane. This may be to the outside

of the cell, possibly in a localized area such as caveolae or into an internal organ-

elle such as an endosome (Fig. 1.6). An interesting unresolved conundrum is

how these oxidants exert their effect. Is H2O2 in some way restricted to react

with a target present in the organelle? Could superoxide, which has very low

membrane permeability, undergo a localized reaction?Or does externalH2O2

traverse the cellmembrane, perhaps, via an aquaporin in the vicinity, and inter-

act with an intracellular target? Can this occur locally, especially if there is

nothing to prevent diffusion in other directions?

7. BIOLOGICAL DETECTION OF H2O2

A critical requirement for elucidating the details of how H2O2 is

involved in redox signaling is to be able to detect it in biological systems.

In fact, there are major limitations to detecting H2O2 specifically and quan-

titatively, and in many studies, evidence that H2O2 is responsible for

observed redox changes is equivocal. Detection methods are covered in

other chapters of this volume and problems have been highlighted in recent

reviews (Kalyanaraman et al., 2012; Maghzal, Krause, Stocker, & Jaquet,

2012; Murphy et al., 2011; Wardman, 2007) so only brief points will be

made here. Measuring extracellular H2O2 is less problematic than intracel-

lular detection, and with appropriate controls, quantitative data can be

obtained using a peroxidase with a detector such as Amplex red. Intracellular

H2O2 is more of a challenge and every method has its limitations. Two gen-

eral approaches are currently used: one using genetically encoded green

fluorescent protein (GFP)-derivatives that change fluorescence when oxi-

dized (Belousov et al., 2006; Meyer & Dick, 2010) and the other using small

molecule fluorescent probes. The GFP probes (Hyper or RoGFP) have the

advantage of containing highly reactive dithiols that react directly and selec-

tively with peroxides, and they can be expressed at specific sites in the cell.

However, caution is still required to take into account pH sensitivity and

reversibility by reductants such as thioredoxin.

Most low-molecular-weight probes, including dihydrorhodamine and

the much-used dichlorofluorescin (DCF) have major limitations. They

can (with appropriate controls) give some indication of whether a cell shifts

to a more oxidizing state. However, they have little value for identifying
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oxidants or mechanisms, and they are not good detectors for H2O2

(Wardman, 2007). Most importantly, H2O2 does not react directly with

DCF and related compounds. The reaction has an absolutely requirement

for a transition metal catalyst, which could be a low-molecular-weight che-

late, a peroxidase or cytochrome, or some other poorly characterized metal

center. Therefore, obtaining a signal depends on a catalyst being present, and

any variation could arise from a change in availability of the catalyst (such as

cytochrome c release from mitochondria (Burkitt & Wardman, 2001), iron

release from lysosomes (Karlsson, Kurz, Brunk, Nilsson, & Frennesson,

2010), or inactivation of a metalloprotein) without any change in H2O2

generation. As these probes are initially oxidized to a radical intermediate,

any change in radical scavenging capacity will also affect the signal. Addi-

tionally, they are oxidized by multiple species including peroxynitrite or

hypochlorous acid or by exposure to light.

Boronate compounds are a more recently developed class of probes that

have the advantages of reacting directly with H2O2 to give a fluorescent

product and of not forming radicals (Miller, Albers, Pralle, Isacoff, &

Chang, 2005). One limitation is that the currently available probes react

slowly and would compete poorly for H2O2. However, high fluorescence

intensity to some extent overcomes this inefficient trapping. Also, because

these probes cause little perturbation to the system by removing H2O2, they

can provide useful information on changes in steady-state concentration.

However, a major caution is that the boronates are several orders of magni-

tude more reactive with peroxynitrite than H2O2 (Zielonka et al., 2012).

In summary, DCF and related probes are not appropriate for the specific

detection of intracellular H2O2. Genetically encoded GFP derivatives and

boronate compounds, if used with appropriate precautions, are able to detect

intracellular H2O2 and provide useful information, particularly for compar-

ative purposes. However, none of these methods measure absolute amounts

of H2O2 formedwithin cells, and further advances are needed before this can

be achieved.

8. CONCLUSION

H2O2 would be expected to react with selected biological targets,

with transition metal centers, selenoproteins, and a small selection of thiol

proteins being most favored. It is usual to attribute biological damage by

H2O2 to (usually metal-dependent) one-electron reactions and free radical

production, and redox signaling to oxidation of thiol proteins in regulatory
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pathways. However, although thiol protein oxidation is seen in cells that

have been treated with H2O2 or when redox-regulated pathways are acti-

vated, molecular mechanisms of signaling by H2O2 are not well character-

ized. No thiol proteins in signaling pathways have yet been shown to react

fast enough with H2O2 to be competitive with other much more reactive

cell constituents. A mechanism of facilitated oxidation therefore seems nec-

essary. Of the possibilities considered in Fig. 1.5, oxidation via a sensor

protein or direct association between peroxide generator and target appear

the most feasible, although it must be noted that there is still only limited

evidence for either being a major pathway. Site-localized reactions of H2O2

can occur, but only when there is a highly reactive target that restricts

diffusion, and a membrane would not normally be a sufficient barrier.

Therefore, site-localized generation of H2O2 does not necessarily result

in site-localized action. There are documented examples of peroxiredoxins,

glutathione peroxidases, or their redox partners acting as sensors for H2O2,

but it is also a possibility that metalloproteins might have a role. It is also

worth considering whether initiation of redox signals need necessarily

involve H2O2, as although thiol changes are well documented, evidence

for H2O2 is often less convincing. However, further elucidation of the rel-

evance of these mechanisms requires further studies that couple identifica-

tion of specific cellular targets of H2O2 with rigorous methodology for its

detection.
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Abstract

There are three well-defined subgroups of mitogen-activated protein kinases (MAPKs):
the extracellular signal-regulated kinases (ERKs), the c-Jun N-terminal kinases (JNKs), and
the p38 MAPKs. Three subgroups of MAPKs are involved in both cell growth and cell
death, and the tight regulation of these pathways, therefore, is paramount in determin-
ing cell fate. MAPK pathways have been shown to be activated not only by receptor
ligand interactions but also by different stressors placed on the cell. MAPK phosphatases
(MKPs) dephosphorylate and deactivate MAPKs. Reactive oxygen species (ROS), such as
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hydrogen peroxide, have been reported to activate ERKs, JNKs, and p38 MAPKs, but the
mechanisms by which ROS can activate these kinases are unclear. Oxidative modifica-
tions of MAPK signaling proteins and inactivation and/or degradation of MKPs may pro-
vide the plausible mechanisms for activation of MAPK pathways by ROS, which will be
reviewed in this chapter.

1. INTRODUCTION

The partially reduced metabolites of oxygen molecules (O2), which

are often referred to as “reactive oxygen species” (ROS) due to their higher

reactivities relative to oxygen, play critical roles for the determination of cell

fate by eliciting a wide variety of cellular responses, such as proliferation, dif-

ferentiation and cell death, depending on cell types, cellular contexts, and

amounts and duration of ROS generation (Matsuzawa & Ichijo, 2008). In

many cases, low concentrations of ROS may enhance cell survival and

proliferation, whereas high concentrations of ROS may cause cell death.

Many intracellular signaling pathways involved in ROS-induced cellular

responses have been shown to be regulated by the intracellular reduction–

oxidation (redox) state, which depends on the balance between the levels

of oxidizing and reducing equivalents. Excessively generated ROS is gener-

ally counteracted by ubiquitously expressed antioxidant molecules and

enzymes (Birben, Sahiner, Sackesen, Erzurum, & Kalayci, 2012). Once

the generation of ROS exceeds the capacity of the antioxidant proteins, cells

suffer “oxidative stress” (OS), which causes severe dysfunction or death of

cells.

Mitogen-activated protein kinases (MAPKs) are evolutionarily conserved

regulators that mediate signal transduction and play essential roles in various

cellular processes such as cell growth, differentiation, development, cell cycle,

survival, and cell death (Ravingerová, Barancı́k, & Strnisková, 2003). MAPK

cascades are well organized as modular pathways in which activation of

upstream kinases by cell surface receptors and signaling molecules leads to

sequential activation of anMAPKmodule (Keshet & Seger, 2010).Upon acti-

vation, MAPKs can phosphorylate a variety of intracellular targets, including

transcription factors, nuclear pore proteins, membrane transporters, cytoskel-

etal elements, and other protein kinases (Kyriakis & Avruch, 2012). MAPK

phosphatases (MKPs) provide a negative regulatory network that acts to mod-

ulate the duration, magnitude, and spatiotemporal profile of MAPK activities

in response to both physiological and pathological stimuli (Boutros, Chevet, &

28 Yong Son et al.



Metrakos, 2008). Individual MKPs may exhibit either exquisite specificity

toward a single MAPK isoform or be able to regulate multiple MAPK path-

ways in a single cell or tissue. In animal cells, MAPKs and MKPs have been

shown to be programmed to be activated in response to various stresses,

including ROS-mediated OS, and to interact with one another for proper

regulation of various cellular processes.

Studies have demonstrated that ROS can induce or mediate the activa-

tion of the MAPK pathways (McCubrey, Lahair, & Franklin, 2006).

A number of cellular stimuli that induce ROS production in parallel can

activate MAPK pathways in multiple cell types (Torres & Forman, 2003).

The prevention of ROS accumulation by antioxidants blocks MAPK acti-

vation after cell stimulation with cellular stimuli (McCubrey et al., 2006;

Torres & Forman, 2003), indicating the involvement of ROS in activation

of MAPK pathways. Moreover, direct exposure of cells to exogenous

hydrogen peroxide, to mimic OS, leads to activation of MAPK pathways

(Dabrowski, Boguslowicz, Dabrowska, Tribillo, & Gabryelewicz, 2000;

Ruffels, Griffin, & Dickenson, 2004). The mechanisms by which ROS

can activate the MAPK pathways, however, is not well understood, largely

due to a lack of information regarding the fundamental roles of ROS in acti-

vation of MAPK pathways. Thus, this chapter will mainly consider what is

currently known about possible roles of ROS in activation of MAPK

pathways.

2. REACTIVE OXYGEN SPECIES

Atmospheric oxygen (O2) is usually nonreactive to organic molecules,

unless it absorbs sufficient energy to reverse the spin of one of its unpaired

electrons and is converted into singlet oxygen (1O2). However, a subsequent

reduction of an oxygen molecule can occur in the animal cells, thereby lead-

ing to ROS generation (Hensley, Robinson, Gabbita, Salsman, & Floyd,

2000). For instance, one-electron reduction of oxygen molecule leads to

the formation of the free radical superoxide (O2
▪�), while two-electron

reduction leads to hydrogen peroxide (H2O2) which is not a free radical

because all its electrons are paired. In the presence of trace amounts of cel-

lular iron, superoxide and hydrogen peroxide will interact with one another

to form the highly reactive hydroxyl radical (▪OH) that can interact with all

biological molecules and may generate alkoxyl (RO▪) and peroxyl (ROO▪)

radicals and organic hydroperoxides (ROOH). ROS are a group of free rad-

icals, reactive molecules, and ions that are derived from O2, but biologically
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most of them are derived from either superoxide and/or hydrogen peroxide,

which, thus, will be further discussed below, alone with the brief comments

on the cellular antioxidants and some roles of ROS in cell signaling.

2.1. Cellular antioxidants
All ROS are extremely harmful to organisms at high concentrations; ROS

can pose a threat to cells by causing peroxidation of lipids, oxidation of pro-

teins, damage to nucleic acids, enzyme inhibition, and activation of apoptotic

pathway, and ultimately lead to cell death (Chang & Chuang, 2010). Con-

tinuous exposure to ROS from numerous sources has led the cell and the

entire organism to develop defensemechanisms for protection against poten-

tial cytotoxicity of ROS. In fact, both superoxide and hydrogen peroxide are

only moderately reactive to organic molecules, partly because of their elim-

ination by the antioxidant enzymes, including superoxide dismutase (SOD),

catalase (CAT), and glutathione (GSH) peroxidase (GSH Px), and/or non-

enzymatic antioxidants, including vitamin C (ascorbic acid), vitamin

E (tocopherol), flavonoids, and GSH (Valko et al., 2007). Whereas SOD

can reduce superoxide to hydrogen peroxide, both CAT and GSH Px can

reduce hydrogen peroxide to water (H2O) (Fig. 2.1). Unfortunately, animal

cells have no enzymatic mechanism for elimination of hydroxyl radical, and,

thus, its excess production can eventually lead to cell death. Because the for-

mation of hydroxyl radical is dependent on superoxide and hydrogen perox-

ide, its formation is subject to inhibition by SOD and CAT.When the level

of ROS exceeds the antioxidant defense mechanisms, a cell is said to be in a

state of OS; in other words, OS is defined as a persistent imbalance between

the production of ROS and antioxidant defenses (Chang & Chuang, 2010;

Valko et al., 2007).

2.2. Superoxide and hydrogen peroxide
Virtually all cells in the human body have apparatuses necessary for ROS

generation, and are therefore capable of producingROS in various amounts.

In all animal cells that contain mitochondria, superoxide has been shown to

be formed in mitochondria electron transfer chain via univalent reduction of

oxygen (Richter et al., 1995). However, mitochondria are capable of scav-

enging superoxide by virtue of Cu/Zn-SOD and Mn-SOD and the

resulting hydrogen peroxide by virtue of CAT and GSH Px and may be

equipped with powerful means to eliminate toxic ROS generated inside

the mitochondria; otherwise, mitochondria should be damaged by
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accumulated toxic ROS. Superoxide is also produced by activated phago-

cytes as a part of their mechanisms to combat bacteria and other invaders

(Katsuyama, Matsuno, & Yabe-Nishimura, 2012). Following stimulation,

phagocytes, such as neutrophils and macrophages, undergo a respiratory

burst through activation of nicotinamide adenine dinucleotide phosphate

(NADPH) oxidase (Katsuyama et al., 2012). This NADPH oxidase

(Nox), which is now renamed Nox2, is one of the enzymes which catalyze

superoxide production by the one-electron reduction of oxygen using

NADPH as the electron donor. The produced superoxide serves as a pre-

cursor of microbicidal ROS, including hydrogen peroxide, hydroxyl radi-

cal, and hypochlorous acid. It is needless to say that the production of ROS

should occur at restricted sites, because they are also toxic, not only to the

invading microbes but also to the surrounding tissues. Therefore, Nox2 is

expected to be activated exclusively on the phagosomal membrane after
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Figure 2.1 ROS formation and defenses against ROS. ROS are formed by the interaction
of ionizing radiation with biological molecules, an unavoidable by-product of cellular
respiration, a reaction between superoxide and hydrogen peroxide, and enzymes,
including Noxs and peroxisomal oxidases. Cells have a variety of defenses against
the harmful effects of ROS. These include antioxidant enzymes, such as SOD and
CAT, as well as several small antioxidant molecules, such as GSH and Trx.
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formation of the phagosome, a membrane-bound cytoplasmic vesicle within

the phagocyte containing the phagocytized materials, such as microbes

(Bylund, Brown, Movitz, Dahlgren, & Karlsson, 2010). Additionally,

ROS that escape the phagosome may be neutralized by antioxidant

enzymes, including SOD and CAT, and nonenzymatic antioxidants located

around the phagosome. Because Noxs are activated only when needed, they

are considered to be the major source of ROS, and, thus, further discussed

later.

Superoxide is not thought to cross membranes appreciably, because of its

charge and reactivity, so most of the superoxide produced within an organ-

elle is going to stay there, prior to consumption. The most superoxide is

assumed to be converted (by SOD or spontaneously in phagosome) to

hydrogen peroxide. There are some enzymes that can also produce hydro-

gen peroxide directly or indirectly. Although hydrogen peroxide is consid-

ered a nonradical oxygen metabolite, it can cause damage to the cell at a

relatively low concentration. It is freely dissolved in aqueous solution and

can easily penetrate biological membranes. Consequently, it can cause oxi-

dative damage far from the site of formation. Because hydrogen peroxide is

the only ROS that can diffuse over larger distances within the cell and is

relatively stable compared to other ROS, it has received particular attention

as a signaling molecule involved in the regulation of specific biological pro-

cesses (Muller-Delp, Gurovich, Christou, & Leeuwenburgh, 2012). The

deleterious chemical effects of hydrogen peroxide can be divided into the

categories of direct activity, originating from its oxidizing properties, and

indirect activity, in which it serves as a source for more deleterious species,

such as hydroxyl radicals. Direct activities of hydrogen peroxide include

degradation of heme proteins; release of iron; inactivation of enzymes;

and oxidation of DNA, lipids, thiol groups, and keto acids (Kohen &

Nyska, 2002).

2.3. ROS in cell signaling
Besides their roles as destructive agents, ROS may also participate in a

diverse array of biological processes, including normal cell growth, induc-

tion, and maintenance of the transformed state, apoptosis, and cellular senes-

cence. How can ROS trigger such divergent responses? It is most likely that

ROS may act as intracellular messengers or alter the intracellular redox state

and/or the protein structure and function by modifying critical amino acid

residues. Among ROS, hydrogen peroxide is a small, uncharged, freely
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diffusible molecule that can be synthesized and destroyed rapidly in response

to external stimuli (Muller-Delp et al., 2012). These features meet all the

important criteria for an intracellular messenger. Indeed, accumulating evi-

dence supports the notion that hydrogen peroxide is a ubiquitous intracel-

lular messenger (Rhee et al., 2005).

The cytosol is normally maintained under strong reducing conditions,

which is accomplished by the redox-buffering capacity of intracellular thiols,

primarily GSH and thioredoxin (Trx). The levels of reduced and oxidized

forms of GSH and Trx are maintained by the activity of GSH reductase and

Trx reductase, respectively. Both these thiol redox systems can reduce intra-

cellular ROS, and thus counteract OS. The evidence that ROS regulate

transcription factors, such as nuclear factor-kB and activation protein 1

(AP-1), through the modulation of cellular redox state is already convincing

(Sen & Packer, 1996). However, in many cases, it still remains unclear

whether the observed alteration in the redox state is the cause or merely

the consequence of the subsequent cellular events.

Because ROS can induce oxidation of all molecules in animal cells, pro-

teins that can be sensitively and reversibly oxidized by ROS may be candi-

dates for mediating the signaling function of ROS. Because there are so

many mechanisms for induction of protein oxidation and all of the amino

acids can become oxidatively modified, there may be numerous different

types of protein oxidative modification. One of the best described

oxidation-susceptible amino acid residues is the cysteine residue (dSH)

(Miki & Funato, 2012). All ROS can induce oxidative modification of cys-

teine residues. Oxidation of cysteine residues leads to the formation of disul-

fide bond (dSdSd), sulfenyl moiety (dSOH), sulfinyl moiety (dSO2H),

and sulfonyl moiety (dSO3H) (Fig. 2.2; Miki & Funato, 2012). Such alter-

ations may alter the activity of an enzyme if the critical cysteine is located

within its catalytic domain or the ability of a transcription factor to bind

DNA if it is located within its DNA-binding motif. It should be noted that

the animal cells possess protein repair pathways to rescue oxidized proteins

and restore their functions. If these repair processes fail, oxidized proteins

may function abnormally. It is most likely that oxidative protein modifica-

tions may be specific and reversible in the cellular systems.

3. MITOGEN-ACTIVATED PROTEIN KINASES

MAPKs are members of a major intracellular signal transduction path-

way that has been demonstrated to play an important role in various
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physiological processes (Plotnikov, Zehorai, Procaccia, & Seger, 2011). The

activation of an MAPK employs a core three-kinase cascade consisting of an

MAPK kinase kinase (MAP3K or MAPKKK), which phosphorylates and

activates an MAPK kinase (MAP2K, MEK, or MKK), which then phos-

phorylates and increases the activity of one or more MAPKs (Fig. 2.3). In

mammalian cells, there are three well-defined subgroups of MAPKs: the

extracellular signal-regulated kinases (ERKs, including ERK-1 and

ERK-2 isoforms), the c-Jun N-terminal kinases (JNKs, including JNK-1,

JNK-2, and JNK-3 isoforms), and the p38 MAPKs (including p38a,
p38b, p38g, and p38d isoforms). Obviously, the three subgroups of MAPKs

(i.e., ERKs, JNKs, and p38 MAPKs) are involved in both cell growth and

cell death, and the tight regulation of these pathways, therefore, is para-

mount in determining cell fate (Plotnikov et al., 2011). The deleterious con-

sequences of sustained activation of MAPK pathways may include excessive

production of MAPK-regulated genes, uncontrolled proliferation, and

unscheduled cell death. MAPKs can be activated by a wide variety of differ-

ent stimuli, but in general, ERK-1 and ERK-2 are preferentially activated in
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response to growth factors, while the JNKs and p38 MAPKs are more

responsive to stress stimuli, as briefly discussed below.

3.1. Activation of ERK pathway
The ERK pathway is activated mainly by growth factors such as epidermal

growth factor (EGF) and platelet-derived growth factor (PDGF; Stadler,

2005). Briefly, ligation of growth factor receptors with their ligands can

transmit activating signals to the Raf/MEK/ERK cascade through different

isoforms of the small GTP-binding protein Ras (Friday & Adjei, 2008). Ras,

a membrane-bound protein, is activated through the exchange of bound

GDP to GTP. Activated Ras, then, recruits cytoplasmic Raf (MAP3K) to

the cell membrane for activation. Activated Raf binds to and phosphorylates

the dual specificity kinaseMEK1/2, which, in turn, phosphorylates ERK1/2

Stimulus

MAP3K Raf MEKK, ASK, MLK, TAK, TAO, others

Growth factors,
others

Stresses,
others

ROS

Cytokines,
others

MEK1/2 MEK4/7 MEK3/6
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(a/b/g/d)

JNK-1/-2/-3

c-Jun, others ATF2, others

ERK1/2
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others

MAP2K

MAPK
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Figure 2.3 MAPK cascades. MAPK signaling pathways mediate intracellular signaling
initiated by extracellular or intracellular stimuli. MAP3Ks phosphorylate MAP2Ks, which
in turn phosphorylate MAPKs. Activated MAPKs phosphorylate various substrate pro-
teins (e.g., transcription factors), resulting in regulation of various cellular activities
(e.g., proliferation, inflammation, and apoptosis). Activation byMAPK signaling cascades
is achieved either through a series of binary interactions among the kinase components
or through formation of a multiple kinase complex. It should be noted that ROS can
activate ERK, JNK, and p38 MAPK pathways.
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(Friday & Adjei, 2008). Activated ERK1/2 can translocate to the nucleus,

where it activates several transcription factors (Plotnikov et al., 2011). Acti-

vated ERK1/2 can also phosphorylate several cytoplasmic and nuclear

kinases (Plotnikov et al., 2011). ROS have been shown to activate growth

factor receptors in the absence of the growth factor receptor ligands (Verbon,

Post, & Boonstra, 2012). EGF receptor is one of the receptor tyrosine kinases

(RTKs) that are most commonly activated through ligand-induced dimer-

ization or oligomerization and generally involved in the regulation of cell

proliferation, survival, migration, and differentiation (Verbon et al., 2012).

Interestingly, ROS have recently been found to activate the EGF receptor

even in the absence of its ligand (León-Buitimea et al., 2012), which is

now referred to as “receptor transactivation.”

3.2. Activation of p38 MAPK pathway
The p38 MAPKs are described as stress-activated protein kinases because

they are primarily activated through extracellular stresses and cytokines, such

as tumor necrosis factor-a (TNF-a) and interleukin-1b (IL-1b), and conse-
quently have been extensively studied in the field of inflammation (Yong,

Koh, & Moon, 2009). The p38 MAPKs are known to be activated by

MEK3 (or MKK3) and MEK6 (or MKK6). MKK6 can phosphorylate

the four p38 MAPK family members, while MKK3 phosphorylates p38a,
p38g, and p38d, but not p38b. They are subject to activation by one of

the several upstream MAP3Ks, these being ASK1 (apoptosis signal-

regulating kinase 1), DLK1 (dual-leucinezipper-bearing kinase 1), TAK1

(transforming growth factor b-activated kinase 1), TAO (thousand-and-one

amino acid) 1 and 2, TPL2 (tumor progression loci 2), MLK3 (mixed lineage

kinase 3), MEKK3 (MEK kinase 3) and MEKK4, and ZAK1 (leucine zipper

and sterile-a motif kinase 1; Cuadrado & Nebreda, 2010). The diversity of

MAP3Ks and their regulatory mechanisms may provide the ability to

respond to a wide range of stimuli and to integrate p38 MAPK activation

with other signaling pathways. Once activated by MKK3 or MKK6, p38

MAPKs can potentiate the downstream signals or activate other proteins

directly (Cuadrado&Nebreda, 2010). It should be noted that someMAP3Ks

that trigger p38 MAPK activation can also activate the JNK pathway.

3.3. Activation of JNK pathway
The JNKs, also named stress-activated protein kinases, were discovered

originally by their ability to phosphorylate the N-terminal transactivating
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domain of the transcription factor c-Jun (Davies & Tournier, 2012); how-

ever, they are now known to have the ability to phosphorylate other target

proteins. Like the p38 MAPKs, the initial signaling pathway starts with the

activation of several MAP3Ks, which are the same as those activating p38

MAPK pathway. Two MEK family members, MEK4 (or MKK4) and

MEK7 (or MKK7), have been implicated in phosphorylation of JNKs

(Davies & Tournier, 2012). A number of different MAP3Ks can activate

MKK4 and MKK7, suggesting that a wide range of stimuli can activate this

MAPK pathway. These includeMEKK1, 2, 3, and 4;MLK; and ASK1. Sev-

eral transcription factors are downstream proteins activated by JNKs, espe-

cially c-Jun (Karin & Gallagher, 2005). This transcription factor is one of

members of the AP-1 family of transcription factors (Karin & Gallagher,

2005). Once activated by phosphorylation, c-Jun can form heterodimers

or homodimers with other factors and can induce the transcription of many

genes (Karin & Gallagher, 2005). Research into the molecular mechanisms

of ROS-mediated activation of JNK and p38 MAPK pathways has focused

on redox-sensitive proteins, such as Trx and glutaredoxin (Grx; Katagiri,

Matsuzawa, & Ichijo, 2010). It is well known that ROS oxidizes Trx to dis-

sociate from ASK-1 for its activation, resulting in the activation of JNK and

p38 pathways (Katagiri et al., 2010).

3.4. Inactivation of MAPK pathways by MKPs
The inactivation of MAPK pathways has been shown to be essential for cell

physiology for cells to remain responsive to stimuli and to prevent potential

deleterious effects of prolonged stimulation of these pathways. As mentioned

above, MAPK pathways are activated through their phosphorylation. Thus,

the dephosphorylation of MAPKs by phosphatases may be the most efficient

mode of negative regulation. A number of protein phosphatases that are

known to deactivate MAPKs include dual specificity phosphatases, protein

serine/threonine phosphatases, and protein tyrosine phosphatases (Boutros

et al., 2008; Patterson, Brummer, O’Brien, & Daly, 2009). A group of dual

specificity protein phosphatases that are responsible primarily for dephos-

phorylation of MAPKs are often referred to as MKPs (Boutros et al.,

2008). Since MKPs dephosphorylate MAPKs on their regulatory residues,

aberrant regulation ofMAPK activity may arise through defective regulation

of the MKPs; this may emphasize the importance of balance between

the phosphorylating MAPKs and dephosphorylating MKPs in regulating

these pathways. The factors that can activate MAPK pathways, such as
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environmental stresses and growth factor stimulation, can also activate MKP

pathways (Boutros et al., 2008; Patterson et al., 2009), supporting the notion

that there is a tight and specific control of MAPK activation by MKP acti-

vation. In mammalian cells, at least 11 MKP family members have been

identified so far: some of them include MKP-1, MKP-2, MKP-3, MKP-

4, MKP-5, MKP-7, and MKP-X. According to their subcellular localiza-

tion, MKPs can be grouped: MKP-1 and MKP-2 are found in the nucleus;

MKP-3, MKP-4, and MKP-X are found in the cytoplasm; and MKP-5 and

MKP-7 are found in both the nucleus and the cytoplasm (Kondoh &

Nishida, 2007; Patterson et al., 2009). These MKPs exhibit distinct bio-

chemical properties with regard to their substrate specificity. MKP-1 and

MKP-2 show selectivity for p38 MAPKs and JNKs over ERKs. MKP-3

andMKP-X primarily inactivate ERKs. MKP-5 andMKP-7 show selectiv-

ity for JNKs and p38 MAPKs, while MKP-4 inactivates ERKs and p38

MAPKs. MKP-1, the archetype, was initially discovered as a stress-

responsive protein phosphatase (Kondoh & Nishida, 2007; Patterson

et al., 2009). Since MKP-1 deactivates MAPKs and is robustly induced

by stress stimuli that also activate MAPKs, MKP-1 is regarded as an impor-

tant feedback control mechanism that regulates the MAPK pathways. Com-

pared with other MKPs, MKP-1 has been most closely examined. The

activity of MKP-1 may be regulated at multiple levels, including transcrip-

tional induction, protein stabilization, catalytic activation, and acetylation

(Boutros et al., 2008). It has been reported that JNK and p38 MAPK path-

ways are highly activated in MKP-1-deficient mouse embryonic fibroblasts

(Wu & Bennett, 2005), supporting that MKP-1 functions as a critical neg-

ative regulator during MAPK activation. However, it should be noted that

all MKPs may act cooperatively to modulate the MAPK pathways and to

orchestrate appropriate cellular responses.

3.5. Cross-talk relationship between the members of MAPK
pathways

Until now, for reasons of simplicity and clarity, the axes of the MAPKs have

been discussed independently of one another with respect to their signal

transduction pathways. However, this is not the case in cellular systems.

Relationships between the members of a given MAPK module are not

always linear, and there could be both stimulatory and inhibitory interac-

tions within and across MAPK modules. For example, activation of ERK

pathway in human alveolar macrophages decreases JNK activity by
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stabilizing MKP-7 (Monick et al., 2006). Inhibition of p38 MAPK pathway

upregulates JNK and ERK activities in M1 cells and in peritoneal macro-

phages (Hall & Davis, 2002), suggesting that p38 MAPK may regulate

JNK and ERK activities. In COS-7 cells, sustained JNK activation blocks

ERK activation (Shen et al., 2003), suggesting the existence of a negative

cross-talk relationship between the stress-activated JNK pathway and the

growth factor-activated ERK pathway. Other members of the MAPKs

may also interact with both stimulatory and inhibitory consequences. Over-

all, it is most likely that the stress-activated JNK and p38 MAPK pathways

may inhibit the growth factor-activated ERK pathway.

4. ROLES OF ROS IN MAPK ACTIVATION

Generally, the signaling molecules, when they are needed, can be syn-

thesized and broken down again in specific reactions by enzymes or ion

channels, and act to transmit signals from a receptor to a target. For these

reasons, ROS produced by Noxs, the membrane-bound multicomponent

enzyme complexes that are functionally linked to receptors and present in

phagocytes as well as nonphagocytic cells, have been suggested to act as sig-

naling molecules. ROS derived from Noxs, especially hydrogen peroxide,

can specifically and reversibly react with proteins, altering their activity,

localization, and half-life (Brown & Griendling, 2009). There are seven

homologous Nox proteins in animal cells, comprising Nox1–5 and two

larger dual oxidases (Maghzal, Krause, Stocker, & Jaquet, 2012). Classic

Nox is the phagocytic Nox found in neutrophils. The phagocytic Nox com-

plex consists of the catalytic subunit gp91phox (renamedNox2) together with

the regulatory subunit p22phox which is located in the membrane. The other

regulatory components (i.e., p47phox, p40phox, p67phox, and the small

GTPase Rac) are normally located in the cytoplasm. Upon stimulation,

the cytosolic subunits translocate to the membrane-bound cytochrome

complex leading to enzymatic activity (Brown &Griendling, 2009). Among

the seven members of the Nox family, Nox1 is structurally and functionally

similar to Nox2. All Noxs are able to catalyze the reduction of oxygen to

superoxide, but there may be key differences in their activation, subunit

composition, localization, and expression (Brown & Griendling, 2009). It

has been reported that antisense-mediated suppression of the expression

of Mox1, which is now known as Nox1, resulted in the reduction of both

ROS production and cell growth, whereas genetic overexpression ofMox1,
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or Nox1, in NIH3T3 cells increased both ROS production and cell growth

(Suh et al., 1999), and this, therefore, strongly supports the notion that ROS

derived from Noxs can function as signaling molecules. It is most likely that

the signaling molecule action of ROSmay depend upon their ability to react

with the cysteine residues of a certain group of target proteins. ROS can

rapidly oxidize the highly reactive thiol groups to form a disulfide bond.

The recovery from this oxidized state back to a fully reduced thiol group

is carried out by the Grx and/or the Trx systems, thus suggesting that oxi-

dative protein modifications can be specific and reversible. The oxidized tar-

get proteins activate a number of oxidation-sensitive processes that bring

about a number of cellular responses, such as gene activation, modulation

of ion channels, and the activity of other signaling pathways, including

MAPK cascade. In this regard, the well-known roles of ROS as signaling

molecules in activation of MAPK pathways are discussed below.

4.1. Roles of ROS in ASK1 activation
Because the JNK and p38 MAPK pathways are generally activated by

inflammatory cytokines, such as TNF-a and IL-1b, and a diverse array of

cellular stresses, it is not surprising that ROS, as they can induce OS in bio-

logical systems, can activate JNK and p38 MAPK pathways in animal cells.

Important questions, however, remain concerning how ROS can activate

these pathways; is there any signaling intermediate that can sense the redox

state and transmit its information to signaling molecules? In other words, is

there a redox-sensitive protein that can undergo reversible oxidation/reduc-

tion and may switch “on” and “off” depending on the cellular redox state?

Most importantly, in the MAPK module, is there any upstream kinase that

can sense the ROS signal and translate it to the downstream kinases? An

example of the best-characterized redox-sensitive proteins is Trx, which

is an antioxidant protein and additionally plays pivotal roles in maintaining

intracellular redox balance (Spindel, World, & Berk, 2012). MAP3Ks may

also play key roles in redox signaling. Among the MAP3K family, ASK1 has

been extensively characterized as an ROS-responsive kinase (Fujisawa,

Takeda, & Ichijo, 2007). ASK1 is a MAP3K of the MKK4/MKK7-JNK

and MKK3/MKK6-p38 MAPK signaling cascades (Fujisawa et al., 2007).

ASK1 possesses a serine/threonine kinase domain in the middle part of

the molecule flanked with the N- and C-terminal coiled-coil (CCC)

domains. ASK1 is activated by various types of stress, such as ROS,

TNF-a, and lipopolysaccharide, among which ROS is the most potent
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activator of ASK1 (Matsuzawa & Ichijo, 2008). Trx has been identified as a

binding protein of ASK1 (Matsuzawa & Ichijo, 2008). Briefly, Trx inhibits

the kinase activity of ASK1 by its direct binding to the N-terminal region of

ASK1. Trx has a redox-active site, in which two cysteine residues produce

the sulfhydryl groups associated with Trx-dependent reducing activity.

Whereas the reduced form binds to ASK1 in inactivated cells, ROS, such

as hydrogen peroxide, convert Trx to the oxidized form and dissociates

Trx from ASK1 (Fujisawa et al., 2007; Matsuzawa & Ichijo, 2008).

ASK1, thereby, is activated, and induces the phosphorylation of a critical

threonine residue within the kinase domain of ASK1. Because Trx–

ASK1 complex functions as a signaling complex competent to ROS-

dependent activation of ASK1, it is now designated as “ASK1 signalosome.”

This signalosome has two important domains for Trx-dependent regulation

of ASK1: the CCC domain and N-terminal coiled-coil domain (NCC;

Fujino et al., 2007). Trx constitutively disrupts N-terminal homophilic

interaction through the NCC domain of ASK1 in inactivated cells. Upon

ROS-dependent dissociation of Trx from ASK1, freed ASK1 has been

shown to be tightly oligomerized through its NCC domains in addition

to the basal interaction through the CCC domain and thereby is activated.

In ASK1-deficient cells, ROS-induced sustained activations of JNK and p38

MAPK pathways were dramatically diminished (Nakagawa et al., 2008),

suggesting that ASK1 is one of the upstream kinases that can sense the

ROS signal and translate it to the downstream kinases.

TNF receptor-associated factor 2 (TRAF2) and TRAF6 were reported

to be recruited to the ASK1 signalosome and required for the activation of

ASK1 (Fujino et al., 2007). TRAF2 activates the JNK pathway through

the association with MAP3Ks, including ASK1. TRAF6 is also a critical

regulator of MAPK pathways through the TNF receptor superfamily

and Toll/IL-1 receptor family. TNF-a-induced association of ASK1 with

TRAF2 and subsequent activation of ASK1 have been shown to depend

largely on intracellular ROS production by TNF-a (Noguchi et al., 2005).

Consistently, TRAF2 was recruited to the ASK1 signalosome in response

not only to TNF-a but also to ROS. Furthermore, TRAF6 was also

recruited to the activated ASK1 signalosome upon ROS stimulation

(Fujino et al., 2007). TRAF2 and TRAF6 have been shown to be recruited

to ASK1 to form the activated ASK1 signalosome, following the ROS-

induced dissociation of Trx from the ASK1 signalosome. Interestingly,

TNF-a-induced sustained activations of JNK and p38 MAPK pathways

were lost in ASK1-deficient cells (Tobiume et al., 2001), suggesting that
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TNF-a activates the ROS-dependent sustained JNK and p38 MAPK

pathways through ASK1.

4.2. Roles of ROS in transactivation of growth
factor receptors

Generally, ERK pathway is activated by growth factors and survival factors,

whereas JNK and p38 MAPK pathways are activated by stress stimuli

(Plotnikov et al., 2011). Considering their ability to induce OS in cells,

ROS have been shown to activate JNK and p38 MAPK pathways rather

than the ERK pathway. Nevertheless, a number of studies have demon-

strated the ability of ROS to activate the ERK pathway in animal cells

(Mehdi, Azar, & Srivastava, 2007). The mechanism(s) for this effect is

unclear, and the precise molecular target(s) is unknown. It is most likely that

ROS-mediated ERK activation may be an upstream event at the level of

growth factor receptors. In fact, many growth factors have cysteine-rich

motifs, and they, if not all, may be targets of ROS. There is evidence indi-

cating that accumulation of hydrogen peroxide preceded by depletion of

GSH are sequential events leading to phosphorylation of EGF receptor

(Meves, Stock, Beyerle, Pittelkow, & Peus, 2001). Similarly, ROS also

induce the ligand-independent activation of PDGF receptor (Eyries,

Collins, & Khachigian, 2004). Phosphorylation of EGF and PDGF receptors

can induce a subsequent activation of the Raf/MEK/ERK signaling path-

ways (Friday & Adjei, 2008). A study has determined the contribution of

EGF receptor to activation of ERK pathway by insulin-like growth

factor-I (IGF-I) in vascular smooth muscle cells (Meng, Shi, Jiang, &

Fang, 2007). This study showed that IGF-I induced phosphorylation of

EGF receptor and ERK activation. AG1478, an EGF receptor inhibitor,

inhibited IGF-I-induced phosphorylation of EGF receptor and ERK acti-

vation, suggesting that activation of ERK pathway results from EGF recep-

tor activation. IGF-I stimulated ROS production and antioxidants

inhibited IGF-I-induced ROS generation and activation of both EGF

receptor and ERK, indicating that IGF-I activates ERK pathway through

ROS-mediated activation of EGF receptor. It has been reported that ROS

generation is essential for EGF receptor transactivation in the endothelin-1

(ET-1)-mediated signaling pathway (Cheng et al., 2003). The increase of

ROS specifically inhibited the activity of Src homology 2-containing tyro-

sine phosphatase (SHP-2) in the early period of ET-1 treatment to facilitate

the transient increase of phosphorylation of EGF receptor. After EGF

receptor signaling pathway, ET-1 induced the phosphorylation of ERK
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to promote the proliferation of rat cardiac fibroblasts. In other words, ROS

generation is involved in EGF receptor transactivation through the

transient oxidization of SHP-2 in ET-1-triggered mitogenic signaling

pathway.

4.3. Roles of ROS in expression of MKPs
As mentioned above, the function of MKPs is to dephosphorylate and, there-

fore, inactivate ERKs, p38 MAPKs, and JNKs. Because MKPs are robustly

induced by stress stimuli that can also activateMAPKpathways, it is reasonable

to assume that any changes in the protein level of MKPs could lead to inacti-

vation or activation ofMAPK pathways, resulting in an increase or decrease in

the cellular responses. Indeed, a study has demonstrated that hydrogen perox-

ide induces MKP-1 expression and activates MAPK pathways, and MKP-1

expression correlates with inactivation of MAPK pathways (Zhou, Liu, &

Wu, 2006). Importantly, this study showed that overexpression of MKP-1

renders MCF-7 cells resistant to hydrogen peroxide-induced cell death by

inhibiting p38 MAPK and JNK activation, while loss of MKP-1 by down-

regulation via small interfering RNA (siRNA) or deletion of mkp-1 gene sen-

sitizes cells to hydrogen peroxide-induced cell death. Another study has also

demonstrated that Nox4 attenuates ERK pathway by controlling MKP-1

expression in preadipocytes (Schröder, Wandzioch, Helmcke, & Brandes,

2009). This study showed that whereas downregulation of Nox4 attenuated

MKP-1 expression, overexpression of the Nox increased it. Consequently,

the basal and growth factor-stimulated phosphorylation or ERK-1/2 was

enhanced when Nox4 was downregulated by siRNA, whereas it was attenu-

ated when Nox4 was overexpressed.

Because ROS can alter protein structure and function by oxidizing critical

amino acid residues of proteins, it is also reasonable to assume that there could

be a catabolic dysfunction of MKPs when exposed to nontoxic doses of

ROS. It has been demonstrated that treatment of fibroblasts with TNF-a
induces the intracellular accumulation of hydrogen peroxide and inactivates

MKPs by oxidation of their catabolic cysteine residue (Kamata et al.,

2005). This oxidation leads to sustained activation of JNK and p38 MAPK

pathways. It has been also demonstrated that ROS-inducedMKP inactivation

causes sustained activation of JNK pathway (Hou, Torii, Saito, Hosaka, &

Takeuchi, 2008).

It may be difficult to determine if MKPs could be activated or inactivated

by ROS in a given cell. Interestingly, a study has investigated the regulation
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of MKP-1 expression and JNK activation by the induction of light damage

that is known to enhance ROS production in ARPE-19 cells (Lornejad-

Schäfer, Schäfer, Schöffl, & Frank, 2009). In this study, low light doses

upregulated MKP-1 expression in ARPE-19 cells, this being accompanied

by inactivation of the JNK pathway. High light doses, however, led to a

decrease in the expression of MKP-1, resulting in sustained activation of

the JNK pathway. Hence, the paradox in the roles of ROS as “inducers”

in MKP expression and as “inhibitors” may be, at least in part, related to

differences in the concentrations of ROS.

5. SUMMARY

The old concept regarding the roles of ROS has been shown to be that

oxidative modification of proteins represents a detrimental process in which

the modified proteins were irreversibly inactivated, leading to cellular dys-

function. The new concept, however, has been shown to be that oxidative

protein modifications can be specific and reversible and, thus, may play a key

role in normal cellular physiology. The evidence supporting that ROS can
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Figure 2.4 Putative mechanisms for ROS-mediated activation of MAPK pathways. ROS
are generated from Noxs, which are activated by growth factors, cytokines, and various
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exceeds the capacity of the antioxidants, may induce oxidative modification of MAPK
signaling proteins, including RTKs and MAP3Ks (see the pathway 1), thereby leading
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activate MAPK pathways at cellular levels is based largely on the following

findings: (1) cellular stimuli that are capable of producing ROS can also acti-

vate MAPK pathways in a number of different cell types; (2) antioxidants

and inhibitors of ROS-producing enzymatic systems block MAPK activa-

tion; and (3) exogenous addition of hydrogen peroxide, one of ROS, acti-

vates MAPK pathways. As illustrated in Fig. 2.4, the putative mechanisms by

which ROS, on the basis of their oxidation potentials, can activate MAPK

pathways may include (1) oxidative modifications of MAPK signaling pro-

teins (e.g., RTKs and MAP3Ks) and (2) inactivation of MKPs. Finally, the

site of ROS production and the concentration and kinetics of ROS produc-

tion as well as cellular antioxidant pools and redox state are most likely to be

important factors in determining the effects of ROS on activation of MAPK

pathways.
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Abstract

Substantial evidence suggests that a transient increase of hydrogen peroxide (H2O2)
behaves as an intracellular messenger able to trigger the activation of different signaling
pathways. These include phosphatases, protein kinases, and transcription factors among
others; however, most of the studies have been performed using supraphysiological
levels of H2O2. Reactive oxygen species (ROS) generation occurs under physiological
conditions and different extracellular stimuli including cytokines, growth factors, and
shear stress are able to produce both low levels of superoxide anion and H2O2. Here,
we explore the redox-dependent activation of key signaling pathways induced by shear
stress. We demonstrate that laminar shear stress (LSS) rapidly promotes a transient gen-
eration of H2O2 that is necessary for the activation of the stress-activated protein kinase
p38 MAPK. We describe p38 MAPK as an early redox sensor in LSS. Our studies show that
it is essential for the activation of endothelial nitric oxide synthase, the subsequent nitric
oxide generation, and the protection of endothelial function.
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1. INTRODUCTION

For many years, reactive oxygen species (ROS) were described as

unwanted toxic products of cellular metabolism (Rhee, 2006). However,

substantial evidence in the past decades has proved that ROS are important

signaling molecules (Ray, Huang, & Tsuji, 2012; Rhee, Chang, Bae, Lee, &

Kang, 2003). Different redox-active species have distinct biological proper-

ties, which include reactivity, half-life, and lipid solubility (D’Autreaux &

Toledano, 2007). Among them, only H2O2 has in fact been proposed as

a physiological second messenger (Rhee et al., 2003). The intrinsic nature

of H2O2, a small, diffusible, and ubiquitous molecule able to reach and

react with different cellular subcomponents, makes it an excellent candidate

for acting in intracellular signaling in different cells and tissues (D’Autreaux&

Toledano, 2007; Rhee, 1999; Rhee, Bae, Lee, & Kwon, 2000; Rhee et al.,

2003). The addition of exogenous H2O2 or its intracellular production

affects the function of several proteins such as protein kinases, protein phos-

phatases, transcription factors, phospholipases, ion channels, and G-proteins

(Rhee et al., 2000). Intracellular production of H2O2 occurs under physio-

logical as well as pathophysiological conditions related to the maintenance of

steady vessel wall conditions, and the vascular response to fluid flow. Laminar

shear stress (LSS) is associated with the generation of ROS and redox-

induced signaling responses (Lehoux, 2006). It can activate several intracel-

lular pathways simultaneously, and the great majority of them converge into

MAP kinases cascades, suggesting their role in mechanotransduction

(Li, Haga, & Chien, 2005). Activation of p38 MAPK has traditionally been

associated with stress response, being also known as stress-activated protein

kinase. In fact, ROS have been shown to activate p38 MAPK not only by

supraphysiological levels of exogenous H2O2 (Ushio-Fukai, Alexander,

Akers, & Griendling, 1998) but also by ligands able to elicit intracellular

H2O2 such as angiotensin II (Ushio-Fukai et al., 1998; Zafari et al., 1998)

or thrombin (Kanda,Nishio, Kuroki,Mizuno, &Watanabe, 2001).We have

previously described that LSS-induced H2O2 increase accounts for the acti-

vation of the stress-activatedMAP kinase p38, and also highlighted the func-

tional relevance of this redox activation in the atheroprotective role of LSS

due to the production of the vasoactive molecule nitric oxide (•NO Breton-

Romero et al., 2012). We now describe in detail the most important tech-

nical and methodological approaches that have allowed us to identify p38

MAPK as an early sensor of the redox state in the vascular response to

fluid flow.

50 Rosa Bretón-Romero and Santiago Lamas



2. MATERIALS AND METHODS

2.1. Cell culture
Note: All cells were maintained in a standard humidified incubator

(37 �C, 5% CO2).

Note: Studies were performed after maintaining cells under starvation

overnight.

Note: All solutions and equipment in contact with cells must be sterile.

2.1.1 Primary cells
Bovine aortic endothelial cells (BAECs): Aortas were obtained from an authorized

slaughterhouse and transported to the laboratory in cold phosphate-buffered

saline (PBS) supplemented with antibiotics (100 mg/ml penicillin, 100 U/ml

streptomycin, and 50 mg/ml Fungizone). Aortas were cleaned from adipose

and connective tissues, and stumps of intercostal vessels were tightly closed.

After cleaning aortas with PBS, a sterile solution of 0.03% collagenase

(Sigma) in Hank’s Balanced Salt Solution (HBSS; Gibco) was dripped onto

the luminal surface of the aorta and incubated at 37 �C for 15 min.Aortaswere

washedwithRPMImedium supplementedwith10% fetal bovine serum(FBS;

Gibco), and thedigestwas centrifugated, resuspended in the samemedium, and

grownonplates coatedwith0.2%gelatin (Sigma) inPBS.BAECswereutilized

from passage 3–7 and maintained in medium RPMI (Gibco), supplemented

with 10% FBS (Gibco) and 1% penicillin–streptomycin (Gibco).

Mouse lung endothelial cells (MLECs): MLECs were isolated from lungs of

wild type and null mice of 3–4 weeks old. Animals were sacrificed by cervical

dislocation, and lungs were collected in ice-cold HBSS (Gibco). Lung tissue

was minced and digested for 1 h at 37 �C in 0.1% collagenase type

I (Sigma).The digestwas passed through a blunt 19.5-gaugeneedle and filtered

through a 70-mm cell strainer. Cells were plated onto coated plates with

MLEC medium containing 50% DMEM (Gibco), 50% F-12 (Invitrogen),

20% FBS, 10 mg/ml Heparin (Sigma), 2 mM L-glutamine (Gibco), 1% pen-

icillin–streptomycin, 50 mg/ml endothelial cell growth factor. Cells were sub-

jected to negative and positive sorting with magnetic beads coated with

CD16/CD32 or ICAM-2, to obtain a pure population of endothelial cells.

MLECs were characterized by their morphology as polygonal cells forming

a tight-fitting monolayer as well as by positive immunofluorescent staining

with an antibody against factor VIII (von Willebrand factor). MLECs were

used from passage 2–4.
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Human umbilical vein endothelial cells (HUVECs): The umbilical vein was

carefully dilated with a cannula and one end of the cord was clamped with a

hemostat. Using a syringe, a solution of 0.1% collagenase type I (Sigma) in

HBSS (Gibco) was flushed through the vein. The cord was clamped on the

other end with a second hemostat, and collagenase solution was spread by

inverting the cord two or three times. After incubation for 30 min at

37 �C, one end of the cord was opened and the digest effluent from the vein

was collected into complete medium supplemented with serum. Detached

endothelial cells were centrifuged, resuspended in Endothelial Basal

Medium-2 (Lonza) supplemented with endothelial growth medium 2

(EGM-2), and grown on plates coated with 0.2% gelatin (Sigma) in PBS.

HUVECs were used from passage 2–5.

2.2. Flow experiments
Shear stress experiments were performed using the well-characterized cone-

and-plate viscometer model as it was first described and applied to biological

systems in the early 1980s (Dewey, Bussolari, Gimbrone, & Davies, 1981).

Endothelial cells were grown to confluence monolayers and were exposed

to physiological levels of steady LSS (12 dyn/cm2) along various periods to

investigate the effects of shear stress on the endothelium. Briefly, the cone-

and-plate system is essentially a rotational viscometer. It consists of a station-

ary plate (60-mm tissue culture dish) coated with gelatin (0.2% in PBS), and

a rotating inverted cone in apposition to this plate but without direct con-

tact. The cone is usually designed with an angle of less than 4�. Endothelial
cells were grown to confluence and stimulated by rotating the cone unidi-

rectionally inside the culture medium to produce steady LSS.

2.3. ROS detection. Hydrogen peroxide and superoxide
anion measurements

2.3.1 Superoxide radical anion detection (O2
•�)

After exposure to either static or laminar flow conditions, endothelial cells

were incubated for 20 min at 37 �C in 5% CO2 humidified air with 5 mM
dihydroethidium (Invitrogen). After incubation, cells were trypsinized, cen-

trifuged, and resuspended in PBS for flow cytometry measurement. Super-

oxide radical anion productionwas analyzed by flow cytometry using an FL3

channel. Aconitase is a member of [4Fe–4S] containing (de)hydratases partic-

ularly susceptible to become inactivated by O2
•�. To determine aconitase

activity, cells were grown in 60-mm diameter culture dishes and exposed

to different periods of LSS. After treatment, cells were rinsed with
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PBS and scraped in ice-cold PBS. Cells were centrifuged for 5 min at

1500 rpm and resuspended in lysis buffer (50 mM Tris–HCl, 2 mM sodium

citrate and 0.6 mM MnCl2, pH 7.4). Lysates were snap-frozen at �80 �C
processed after defrost and centrifuged for 20 s at 14,000 rpm. Between

30 and 50 mg were diluted in a buffer made of 50 nM Tris–HCl, 5 mM

sodium citrate, 0.6 mM MnCl2, 0.2 mM NADPHþ, and 2 U isocitrate

dehydrogenase. Aconitase activity was measured by following NADPH for-

mation spectrophotometrically at 340 nM.

2.3.2 Hydrogen peroxide detection (H2O2)
Endothelial cells were transfected with the cytosol-targeted HyPer vector

(HyPer-cyto,Evrogen)usingopti-MEMand lipofectamine2000 (Invitrogen).

Exposure to LSS was performed 48 h after transfection and fluorescence

was measured using an Axiovert 200 (Zeiss) microscope. Image intensities

were quantified using Metamorph and ImageJ software (Fig. 3.1).

Intracellular hydrogen peroxide production was also measured via extra-

cellular leakage of H2O2 from endothelial cells, using peroxide-linked

Amplex Red fluorescence assay. Cells were exposed to either static or shear

stress conditions, and after treatment, their supernatants were incubated with

5 mM Amplex red reagent (Molecular Probes) and 0.1 U/ml horseradish

peroxidase type II (HRP) for 30 min at 37 �C. Supernatant fraction fluores-
cences were detected via plate reader at excitation and emission wavelenghts

of 571 and 585 nm, respectively. H2O2 production was estimated using a

standard curve (Fig. 3.2).

Figure 3.1 H2O2 intracellular detection by HyPer fluorescence. BAECs were transfected
with the H2O2 biosensor pHyPer-Cyto and exposed to laminar shear stress conditions.
Image was obtained 5 min after the exposure and fluorescence intensity was detected
using confocal microscopy and quantified by Metamorph and ImageJ software.
*, p<0.05.
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2.4. Enzymatic generation of hydrogen peroxide fluxes.
Hydrogen peroxide and glucose/glucose oxidase
treatments

To generate a continuous flux of H2O2, endothelial cells were cultured

in Dulbecco’s PBS buffer supplemented with 5.6 mM glucose and 1 mM

L-arginine. Different quantities of glucose oxidase (GO) were then added to

the extracellularmedium.The rate ofH2O2 production byGOwas previously

calculated spectrophotometrically using the coupled reaction with HRP

and 2,20-azino-bis(3-ethylbenzothiazoline-6-sulfonic acid) diammonium salt

(ABTS) as substrate (e415 nm¼3.6�104 M�1 cm�1) in the same buffer used

for cell assays, covering a wide range of concentrations of GO (Fig. 3.3).

GlucoseþO2 ���!GO
Gluconic acidþH2O2

H2O2þHRP���!Compound IþH2O

Compound IþABTS���!ABTS∗þCompound II

Compound IIþABTS���!ABTS∗þHRP

2.4.1 Protocol
1. Prepare the calibration solution and warm it at 37 �C (Dulbecco’s PBS

buffer supplemented with 5.6 mM glucose, 1 mM L-arginine, 20 mg/ml

HRP, and 50 mM ABTS).

Figure 3.2 Detection of H2O2 using Amplex red. Reactions containing 5 mM Amplex red
reagent, 0.1 U/ml HRP, and the indicated amounts of H2O2 were incubated for 30 min at
37 �C in the dark. Fluorescence was measured with a fluorescence microplate reader at
excitation and emission wavelengths of 571 and 585 nm, respectively.
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2. Prepare desired concentrations of GO in the calibration solution.

3. Measure the absorbance of the mixture at 415 nM using a spectropho-

tometer for 20–30 min.

4. Hydrogen peroxide flux generated by each amount of GOwill be deter-

mined taking into account the slopes of its kinetic reaction (absorbance

vs. time), ABTS e (ABTS e415 nm¼3.6�104 M�1 cm�1) and the fact

that one single molecule of hydrogen peroxide per two of ABTS* is

produced.

2.5. Analysis of •NO production
The production of •NO by vascular endothelial cells plays an essential role in

normal vascular physiology. In vascular endothelial cells, •NO is produced by

the type III endothelial NO synthase (eNOS) isoform. To investigate •NO

production we studied eNOS activation by detecting its active phosphoryla-

tion at Ser 1177 byWestern blot analysis as described below (Garcia-Cardena

et al., 1998) and by measuring •NO production using chemiluminescence.

The chemiluminescence method detects •NO and its oxidation products

nitrite NO2
�ð Þ and nitrate NO3

�ð Þ in liquid culture medium (Martinez-

Ruiz et al., 2005). Hundred microliter aliquots of the supernatants just before

and after different treatments were aspirated into a Hamilton syringe and

injected through an air-tight septum into a purge vessel containing a reaction

mixture, consisting of 45 mM potassium iodide (KI) and 10 mM iodine (I2) in

glacial acetic acid kept at 60 �C continuously bubbled with nitrogen. Under

these conditions, NO2
� andNO3

� are converted toNO. The sample/carrier

Figure 3.3 Glucose oxidase generation of hydrogen peroxide fluxes. The rate of H2O2

production by glucose oxidase was calculated spectrophotometrically in Dulbeccos PBS
buffer supplemented with 5.6 mM glucose and 1 mM L-arginine, 20 mg/ml HRP and
50 mM ABTS. The absorbance of different amounts of glucose oxidase was measured
for 20–30 min. Hydrogen peroxide flux generated by each amount of glucose oxidase
was determined taking into account the slopes of its kinetic reaction.
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gas mixture passes first through a cooled water jacket, bubbles through 1M

NaOH, and is then passed through an inline filter to prevent acid vapors from

reaching theNOA reaction, before reaching the •NO analyzer (SieversNOA,

Model 280, Boulder, CO). •NO gas combines with ozone to produce the

excited stateNO2
�, which upondecay emits light that passes though a red filter

and is detected at 600 nm by a photomultiplier tube inside the NOA. The

emitted light is recorded by the instrument software (Feelisch et al., 2002;

Hart, Kleinhenz, Dikalov, Boulden, & Dudley, 2005).

2.6. Western blot analysis
2.6.1 Preparation of whole cell lysates
Following experimental treatment, cells were kept on ice, washed once with

warm PBS, and then scraped in the presence of ice-cold lysis buffer con-

taining 50 mM Tris–HCl, pH 7.4, 150 mM NaCl, 1% Nonidet P-40,

0.25% sodium deoxycholate, 1 mM EDTA, 2 mM Na3VO4, 1 mM NaF,

and protease inhibitor cocktail tablets (Roche, following the instructions

provided by the supplier) using a plastic cell scraper. Cell lysates were further

homogenized by passing cells through an insulin syringe before centrifuging

them at 4� for 20 min at 12,800 rpm.

2.6.2 Protein electrophoresis and Western blotting
The supernatant was collected and protein content was determined by the

bicinchoninic acid protein assay kit assay using bovine serum albumin (BSA)

as protein standard. Equal amounts of proteins (20–50 mg of protein) were

mixed with loading buffer (125 mM Tris–HCl, pH 6.8, 10% glycerol, 4%

sodium dodecylsulfate (SDS), 5% 2-mercaptoethanol, and 0.01% brom-

ophenol blue) heated for 10 min at 100 �C prior to use and subjected to

electrophoresis on SDS polyacrylamide gels (from 7.5% to 15% acrylamide)

and separated using the Mini-PROTEAN 3 electrophoresis module (Bio-

Rad). The molecular weight of proteins was determined by comparison

with the prestained protein marker (Precision Plus Protein Dual Color,

Bio-Rad). After protein separation by SDS-PAGE, proteins were trans-

ferred to a nitrocellulose membrane (Whatman) by electroblotting. The

protein transfer can be achieved either by placing the gel–membrane sand-

wich between Whatman paper in transfer buffer (semidry transfer) or by

complete immersion of a gel–membrane sandwich in a buffer (wet transfer).

In this work, semidry transfer was used for proteins with molecular masses

of �100 kDa.
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2.6.3 Specific protein staining
After electroblotting, unspecific protein-binding sites were blocked by

incubating the membrane in 3% nonfat milk or BSA in Tris-buffered saline

(TBS)-Tween [10 mM Tris–HCl, pH 7.4, 100 mM NaCl, and 0.1% (v/v)

Tween 20] for 1 h at room temperature. The membranes were then pro-

bed with primary antibodies at room temperature for a couple of hours or

overnight at 4 �C [anti-Akt (Cell Signaling, 1:1000), anti-phospho Akt

(Cell Signaling, 1:1000), anti-mouse b-actin antibody (Sigma, 1:15,000),

anti-c-myc (Santa Cruz Biotechnology, 1:1000), anti-eNOS antibody

(BD Transduction Laboratories, 1:2000), anti-phospho eNOS Ser 1177

(Cell Signaling, 1:1000), anti-phospho eNOS Ser 637 (BD Transduction

Laboratories, 1:1000), anti-phospho eNOS Thr 495 (Cell Signaling,

1:1000), anti-p38 MAPK (Cell Signaling, 1:1000), and anti-phospho

p38 MAPK Thr 180/Tyr 182 (Cell Signaling, 1:1000)]. Membranes were

washed with TBS-Tween three times (5 min each) and then incubated

with secondary antibody for 1 h at room temperature, followed by three

additional washing steps. Proteins were visualized by Li-Cor Odyssey

Infrared Imaging System (Biosciences).

2.7. Small interfering RNA
Small interfering RNA (siRNA) transfection assay was performed to down-

regulate particular genes of interest. We designed siRNA duplex oligonu-

cleotides targeting constructs for the specific knockdown of the proteins

of our interest. Constructs and negative control siRNA were purchased

from Ambion.

2.7.1 Protocol
1. Opti-MEM (Gibco) was used to dilute lipofectamine 2000 (0.15%, v/v;

Invitrogen) and siRNA (30–40 nM) separately for 5 min.

2. Both dilutions were combined, and the mixture was incubated for

25 min at room temperature.

3. Endothelial cells were transfected at a confluence around 80% in Opti-

MEM medium.

4. After 5 h of transfection, the medium was removed and replaced by cul-

ture medium supplemented with 10% FBS (Gibco) and 1% penicillin–

streptomycin (Gibco).

5. After 24 or 48 h at 37 �C, the experimental approach was completed.
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The following sense sequences were used:

Protein Sequence

p38a MAPK 50-GGUCUCUGGAGGAAUUCAAtt-30

NOX4 50-ACUGAGGUACAGCUGAAUGtt-30
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Abstract

Nitric oxide (NO) and hydrogen peroxide (H2O2) are synthesized within cardiac
myocytes, and both molecules play key roles in modulating cardiovascular responses.
However, the interconnections between NO and H2O2 in cardiac myocyte signaling
have not been properly understood. Adult mouse cardiac myocytes represent an infor-
mative model for the study of receptor-modulated signaling pathways involving reac-
tive oxygen species and reactive nitrogen species. However, these cells typically survive
for only 1–2 days in culture, and the limited abundance of cellular protein undermines
many biochemical analyses. We have exploited chemical sensors and biosensors for
use in in vivo imaging studies of H2O2 and NO in adult cardiac myocytes. Here we
describe detailed methods for the isolation of cardiac myocytes suitable for imaging
studies. We also present our methods for the generation of recombinant lentiviral prep-
arations encoding the H2O2 biosensor HyPer2 that permit analysis of intracellular H2O2

levels using fluorescence microscopy in living cardiac myocytes following tail vein
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injection and in cultured endothelial cells following infection. We also describe our pro-
tocols for using the NO chemical sensor Cu2(FL2E) in living adult mouse cardiac
myocytes to study the effects of agonist-modulated H2O2 production on NO synthesis.
Using these techniques, we have demonstrated that receptor-stimulated increases in
intracellular H2O2 modulate NO levels in living cardiac myocytes. These and similar
approaches may facilitate a broad range of studies in other terminally differentiated cells
that involve the interaction of NO- and H2O2-regulated signaling responses.

1. INTRODUCTION

Cardiac myocytes are critical determinants of the heart’s contractile

function (Bers, 2000; Brady, 1991). Nitric oxide (NO) is a free radical sig-

naling molecule that has been shown to play key roles in modulating cardiac

responses (Balligand, Feron, & Dessy, 2009). Both the endothelial (eNOS)

and the neuronal (nNOS) isoforms of NO synthase are robustly expressed in

cardiac myocytes. eNOS and nNOS are Ca2þ-calmodulin-dependent

enzymes that can be regulated by diverse extracellular stimuli acting both

via cell surface receptors and by mechanochemical signals. NO synthases

are also modulated by diverse protein kinases and phosphoprotein phospha-

tases (Dudzinski, Igarashi, Greif, & Michel, 2006). At least some of these

phosphorylation pathways are influenced by cellular oxidants. Under spe-

cific pathophysiological conditions, NOS enzymes can be “uncoupled”

from NO synthesis, leading to the synthesis of superoxide anion instead

of NO. Clearly, there is a complex interplay between NO and oxidant path-

ways in cardiac cells (Maron & Michel, 2012).

Cell-derived reactive oxygen species (ROS) oxidize a broad array of bio-

molecules and are implicated in pathological states ranging from neu-

rodegeneration to atherosclerosis (Stocker & Keaney, 2004; Storz, 2006).

However, not all effects of ROS are deleterious: endogenously generated

ROS have been implicated in posttranslational protein modifications that

subserve critical physiological roles in cellular signaling (Rudolph &

Freeman, 2009). H2O2 is one such ROS that has been identified as a key

signaling molecule in many cell types (Cai, 2005; D’Autreaux &

Toledano, 2007; Sartoretto, Kalwa, Pluth, Lippard, & Michel, 2011;

Sartoretto et al., 2012). Whereas the physiological role of NO in the heart

has been extensively characterized, the physiological role of H2O2 is less well

understood, and much remains to be learned about the interplay between

H2O2 and the reactive nitrogen species (RNS) in cardiac myocytes. Diverse
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cell surface receptor-modulated pathways activate eNOS, and yet other

extracellular stimuli enhance H2O2 synthesis, but the relationships between

NO and H2O2 in cardiac myocyte signaling are incompletely understood.

We have recently shown that H2O2 is a critical intracellular mediator that

modulates eNOS phosphorylation and enzyme activation in adult cardiac

myocytes (Sartoretto et al., 2011, 2012).

The isolation and analysis of primary adult ventricular cardiac myocytes

are of particular importance due to the lack of a representative and reliable

cell line for studying the redox signaling pathways that modulate cardiac

myocyte function. Moreover, the analysis of cardiac responses in transgenic

mouse models involvingROS andRNS requires the isolation and culture of

primary adult mouse cardiac myocytes.While adult mouse cardiac myocytes

represent an informative model for studies involving ROS and NO, the iso-

lation of suitable cells and their subsequent culture under physiological con-

ditions for in vivo imaging studies can be problematic. The challenge for us

was to adapt established adult cardiac myocyte isolation protocols (Liao &

Jain, 2007; O’Connell, Rodrigo, & Simpson, 2007; Schluter & Schreiber,

2005) to permit the rapid and reproducible isolation of healthy cardiac

myocytes suitable for in vivo imaging analyses. Moreover, the cells need to

survive overnight without a significant loss of response to agonists. Freshly

isolated myocytes need to be suitable for both biochemical studies (such as

measurement of protein phosphorylation) and imaging studies to quantitate

endogenous levels of ROS orRNS. Belowwe describe our protocols for the

isolation and culture of adult mouse cardiac myocytes to detect receptor-

modulated changes in H2O2 or NO levels in living cells by the use of the

HyPer2 biosensor or of the Cu2(FL2E) chemical sensor, respectively. We

also describe the production of recombinant lentiviruses expressing HyPer2

and the method used to infect adult mice with the HyPer2 lentivirus. These

methods facilitate studies of the dynamic regulation of NO and H2O2

metabolism in cardiac myocytes as a basis for understanding the interplay

of ROS and RNS in cardiac physiology and pathophysiology.

2. ISOLATION AND CULTURE OF ADULT MOUSE
VENTRICULAR CARDIAC MYOCYTES

Protocols for cardiac myocyte isolation have been previously publi-

shed in detail (Liao & Jain, 2007; O’Connell et al., 2007; Schluter &

Schreiber, 2005), and we have slightly modified these methods to improve

the yield of cells suitable for cell imaging experiments, as described below.
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For the detection ofH2O2 andNO in living cardiacmyocytes, we typically

isolate cells from8- to 10-week-oldmice. The animals are placed in a glass des-

iccator jar and lightly anesthetizedwith isoflurane for 10–20 s prior to intraper-

itoneal injection of heparin (100 U/mL, 0.3 mL). We found that isoflurane

anesthesia prior to heparin injection improves the yield of viable cardiac cells,

possibly reflecting decreased stress on the animals. Tenminutes following hep-

arin injection (the amountof timeneeded to effect full anticoagulation) the ani-

mals are sacrificedwith isoflurane (1–2 min). Immediately after the animal dies,

the peritoneal cavity andchest are openedwith scissors, and theheart is exposed

and lifted with forceps. Next, the descending thoracic aorta and common

carotid arteries are cut, and the heart is placed in a 100-mm dish containing

“perfusion buffer” (0.6 mM KH2PO4; 14.7 mM KCl; 0.6 mM Na2HPO4;

4.6 mMNaHCO3; 120 mMNaCl; 1.2 mMMgSO4�7H2O; 5.5 mM glucose;

30 mM taurine; 10 mM 2,3-butanedione monoxime; 10 mMHEPES; adjust

pH to 7.0). Visualized using a dissecting microscope, the aorta is cannulated

above the aortic valve and below the carotid arteries using a 25-gauge needle

with a blunted tip. In order topermit perfusionof the heart, a small clip (straight

micro clip, 10 mm length, 1.5 mmwidth, RobozCompany, Rockville, MD)

is placed between the carotid arteries, and the aorta is tied below the clip to the

cannula using cotton thread. The time from removal of the heart to the begin-

ning of perfusion should not exceed 1 min; practice is essential.

The isolated heart is next perfused through the aorta using a peristaltic

pump at a rate of 3–4 mL/min with perfusion buffer warmed to 37 �C for

at least 5 min or until all the blood is removed. After the heart is completely

free of blood, thenext step is the enzymatic digestionof the heart.Collagenase

type 2 (Worthington Biochemical) is added to the perfusion buffer at a final

concentration of 2.4 mg/mL (now called “digestion buffer”). After 2 min of

perfusion with digestion buffer, CaCl2 is added at a final concentration of

37.5 mM and the perfusion is continued for another 8–10 min. The time of

heart digestion may vary from heart to heart, depending on the age, sex,

and weight of the animals; digestion time also varies between different lots

of collagenase type 2. A proper digestion is confirmed by a spongy, swollen,

and pale appearance of the heart. Once the heart is thoroughly digested (the

heart turns pallid, distended, and soft), the heart is removed from the cannula

and placed in a 60 mm dish with 2 mL cardiac perfusion buffer containing

bovine calf serum (10%, v/v) to stop the collagenase digestion. The ventricles

are immediately torn into �10 small pieces using forceps (micro dissecting

tweezers, 45� angled, tip 0.05 mm�0.01 mm,RobozCompany,Rockville,

MD), and the solution is pipetted up and down using a 1-mL pipette until it
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becomes a cell suspension. The cell suspension is transferred to a 50-mL con-

ical tube attached to a cell strainer (100 mmnylon) to separate dissociated cells

from undigested pieces of heart tissue.Next, the cells are allowed to sediment

bygravity for 10–15 min.For the final steps, calcium is gradually reintroduced

to the cells. After the cells sediment, the supernatant is removed and the cells

are resuspended in cardiac perfusionbuffer containing 10%bovine calf serum.

Three solutions with increasing concentrations of calcium (100, 400, and

900 mM) are added sequentially to the cells. Between each step, the cells

are allowed to sediment by gravity for at least 15 min.

After gradually reintroducing calcium to the cells, the cardiac myocytes

are plated in laminin (10 mg/mL)-coated 35 mm petri dishes (containing

10 mmMicrowell #0 cover glasses) in “plating medium,” which consists of

Minimum Essential Medium with Hank’s Balanced Salt Solution, sup-

plemented with calf serum (10%, v/v), 2,3-butanedione monoxime

(10 mM), penicillin–streptomycin (100 units/mL), glutamine (2 mM), and

ATP (2 mM). Cardiac myocytes used for determining H2O2 and NO pro-

duction should be plated at about 50% confluence. For in vivo analyses of

cardiac myocyte production of H2O2 or NO, the quality of the cells isolated

is far more important than the quantity of cells obtained per isolation. Viable

cardiac myocytes have a rod-shaped appearance under the microscope, and

moribund myocytes are round; the percentage of rod-shaped to round

myocytes should be greater than 60%; if not, the preparation should be

discarded and the myocyte isolation repeated.

After the cells attach to the coverslip (1 h), the plating medium is chan-

ged to “culture medium” consisting of Minimum Essential Medium with

Hank’s Balanced Salt Solution, supplemented with bovine serum albumin

(1 mg/mL), penicillin/streptomycin (100 units/mL), glutamine (2 mM),

2,3-butanedione monoxime (10 mM), insulin (5 mg/mL), transferrin

(5 mg/mL), and selenium (5 ng/mL). The cells can be studied immediately

or may be cultured overnight at 37 �C in a humidified incubator at 2% CO2.

Before performing live cell imaging experiments, it is critical to use fresh

medium one or two times to wash away dead cells and other cellular debris

after the cells have properly settled, to avoid imaging artifacts.

3. LIVE CELL IMAGING OF CARDIAC MYOCYTES

Live cell imaging of cardiac myocytes infected with the HyPer2 H2O2

biosensor or loaded with the Cu2(FL2E) NO chemical sensor requires the

use of specialized equipment to maintain cells under optimal culture

65In Vivo Imaging of Nitric Oxide and Hydrogen Peroxide in Cardiac Myocytes



conditions and to minimize thermal drift. For these imaging experiments,

cells are maintained at 37 �C, 2% CO2 in a humidified environment using

a Tokai on-stage incubator mounted on an Olympus IX81 inverted fluores-

cence microscope equipped with a mercury arc lamp (Sartoretto et al.,

2011).Whatever specific apparatus is chosen for live cell imaging, it is critical

to use an environmental chamber that minimizes fluctuations in tempera-

ture, humidity, and CO2 levels. For control of the microscope and for data

acquisition and analysis, we used Metamorph software, which we found to

work as a versatile platform for a wide range of imaging experiments. Of

course, other combinations of hardware and software designed for live cell

imaging may also be used. A detailed description of Metamorph scripting,

filter selection, and control of background fluorescence can be found in

the papers of Aoki and Matsuda (2009) and Pase, Nowell, and Lieschke

(2012). These two informative publications also contain detailed descrip-

tions on data analysis. Here we will focus on describing the specific consid-

erations for using cardiac myocytes in live cell imaging experiments.

The photosensitivity of cardiac myocytes mandates that phototoxic stress

during cell imaging be reduced by keeping the exposure time as short as pos-

sible and by minimizing the measurement frequency. Depending on the

time course of the response being analyzed, it is usually sufficient to obtain

an image every few seconds. We also use a medium level transmission neu-

tral density filter (6–12%) to further reduce phototoxicity. If high spatial res-

olution is not necessary, “binning” of the data procured by the camera chip

can decrease the exposure time needed to obtain a good signal-to-noise

ratio. In our experiments, we used symmetrical 2� binning as previously

described (Aoki & Matsuda, 2009). To minimize background fluorescence

from the imaging solutions, we use phenol red-free medium, and routinely

evaluate other medium components for intrinsic fluorescence. Importantly,

cardiac myocytes have a very high natural fluorescence in the green and red

parts of the spectrum, and it is critical to acquire the baseline fluorescence

characteristics of the cells of interest. This baseline then serves as a reference

to detect expression of the biosensor and/or loading of the cell with the

chemical sensor used for the actual experiment.

4. IMAGING INTRACELLULAR NO WITH Cu2(FL2E) DYE

Details of the synthesis, purification, and validation of Cu2(FL2E)

have been described in detail (McQuade, Pluth, & Lippard, 2010). We

obtained this reagent from Professor Stephen Lippard at MIT; Cu2(FL2E)
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is now commercially available from Strem Chemicals (Newburyport, MA).

The Cu2(FL2E) is solubilized in DMSO and can be stored at�80 �C for no

more than 2 weeks; the Cu2(FL2E) powder is more stable, and can be stored

at 4 �C for several months. Before loading the cells with Cu2(FL2E), the

plating medium is removed and replaced with Tyrode’s solution

(140 mM NaCl; 5 mM KCl; 10 mM HEPES; 5.5 mM glucose; 1 mM

CaCl2; 1 mM MgCl2; adjust pH to 7.4). Cells are loaded at 37 �C and

2% CO2 with 5 mM Cu2(FL2E) for 2 h in Tyrode’s solution, washed twice

with warm Tyrode’s solution, and then imaged. The culture dishes are

placed in an on-stage incubator (e.g., Tokai, Tokyo, Japan) on a suitable

fluorescence microscope; we use an Olympus IX81 inverted microscope

equipped with an UPlan 40X/1.3 oil objective in a low-volume glass-

covered recording chamber. Fluorescence signals are analyzed by using a

Hamamatsu Orca CCD camera (Hamamatsu, Tokyo, Japan) at 470 nm

and processed using Metamorph. Viable rod-shaped cardiac myocytes with

rectangular ends are selected by differential interface contrast imaging and

then subjected to fluorescence imaging following agonist treatments. Vari-

ations in levels of basal fluorescence between experimental preparations are

observed because of differences in cellular loading of the NO dye from day

to day. The signal from the NO sensor Cu2(FL2E) is analyzed as the slope of

the fluorescence increase seen following the addition of agonist or vehicle.

Analysis is done with a standard FITC/GFP exciter emitter block at 480 nm

(Semrock GFP 3035-B-OMF-zero). Figure 4.1 shows results of an imaging
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Figure 4.1 Effects of exogenous H2O2 on cardiac myocyte NO synthesis. Adult mouse
cardiac myocytes were loaded with the NO dye Cu2(FL2E), and then treated with hydro-
gen peroxide (H2O2, 10 mM) and analyzed by fluorescence microscopy. Fluorescence
images obtained at varying times after adding H2O2 are shown, as indicated.
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experiment using cardiac myocytes loaded with the Cu2(FL2E) chemical

sensor for NO. As can be seen, the addition of a physiological concentration

of H2O2 (10 mM) promotes a prompt increase in the fluorescence signal,

indicative of an increase in intracellular NO in response to H2O2. This

robust response of the chemical sensor permits the analysis of the signaling

pathways that connect H2O2 and NO. For example, the experiment shown

in Fig. 4.2 indicates that H2O2-promoted NO synthesis in cardiac myocytes

can be blocked by pretreating the cells with pharmacological concentrations

of the clinically important calcium channel blocker nifedipine. As the

Cu2(FL2E) NO chemical sensor becomes more widely available, we expect

that this reagent will become even more broadly used to probe NO path-

ways in diverse tissues and disease states.

5. PRODUCTION AND IN VIVO EXPRESSION OF
LENTIVIRUS EXPRESSING THE HyPer2 H2O2
BIOSENSOR

Detection of H2O2 using the HyPer2 biosensor has facilitated studies

of ROS metabolism in a broad range of cells transfected with plasmids

encoding this informative biosensor (Belousov et al., 2006; Pase et al.,

2012). However, analyses of HyPer2 biosensor responses are more challeng-

ing to study in cardiac myocytes and in other cell types that are difficult to

transfect and/or are unstable in cell culture. Recombinant lentiviruses rep-

resent powerful tools for the delivery of transgenes into dividing and non-

dividing cells in vitro as well as in vivo. Lentiviruses do not usually elicit a

severe systemic immune reaction in mice and are generally safe and well tol-

erated by the animal. Recombinant proteins encoded by lentiviral constructs

can be studied in cardiac myocytes and other cells that are not suitable for

prolonged cell culture by using the lentivirus-infected mouse as a “living

incubator” to allow viral protein expression in a broad range of tissues.

The key element for this approach in our studies is the production of a con-

centrated and stabilized solution of the lentivirus with a viral titer that is high

enough to permit efficient viral infection of target tissues, leading to levels of

recombinant HyPer2 protein expression that are sufficient for H2O2 detec-

tion. To briefly summarize our approach, the coding sequence of HyPer2

was cloned into the pWPXL lentiviral expression plasmid downstream of

the EF1-a promoter. Recombinant vesicular stomatitis virus-glycoprotein

pseudo-typed lentivirus particles were generated in HEK293-T cells by

transfection of the envelope:packaging:transgene plasmids at a 1:1:1.5 ratio
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with Lipofectamine (Invitrogen) according to the manufacturer’s protocol.

The viral titer was determined with Lenti-X GoStix (Clontech), and virus

particles were concentrated by polyethylene glycol precipitation with PEG-

it solution (SBI Bioscience), according to the manufacturer’s protocol. The

virus pellet is resuspended in PBS and used immediately for tail vein injec-

tions. For the purposes of cell infection, the lentiviral titer does not need to

be quite so high, and the viral suspension may be stored at �80 �C with

nominal loss of efficacy.

Below we describe our protocols for construction and injection of the

HyPer2 lentivirus, and for the analysis ofH2O2 responses in cardiacmyocytes.

5.1. Detailed protocol
The protocol is based on the second-generation lentivirus system developed

by Trono (Zufferey, Nagy, Mandel, Naldini, & Trono, 1997). Viruses are

generated by the simultaneous transfection of three plasmids: one consisting

of an HIV-1 backbone into which the cDNA of interest is cloned; a second

plasmid encoding the vesicular stomatitis virus glycoprotein; and a third

plasmid expressing the (VSV-G) envelope protein (which determines the

viral tropism). This lentiviral system is well suited to generate and deliver

the required viral titers. The plasmids are transfected into a suitable producer

cell line, typically HEK293-T cells. After transfection, the viral particles are

secreted into the cell culture supernatant. This supernatant is then purified,

enriched, and stabilized by precipitation with polyethylene glycol. This viral

suspension is ready for injection into various animal models or for the infec-

tion of cells in culture. The system separates the viral genome into three

independent plasmids, thereby ensuring safety and modularity, generating

only replication-deficient viral particles; these procedures are performed

in Level 2 biological containment facilities. This is a well-establishedmethod

that has been widely used.

The three lentivirus construction plasmids are all available from

Addgene; the HyPer2 plasmid is from Evrogen. The pWPXL plasmid vec-

tor comes with an eGFP insert; methods for exchanging the eGFP insert for

the gene of interest can be found in standard molecular biology protocol ref-

erence. The vector comes in two easy to confound variations (pWPXL and

pWPXLd); the difference is in the loxP acceptor sides flanking the gene of

interest in the pWPXLd plasmid. This might render the construct unsuitable

for the transduction of inducible knockout mice. The inverted terminal

repeat regions in this plasmid are prone to bacterial recombination.
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Therefore it is not advisable to use classical bacterial strains (e.g., DH5a) for
cloning and plasmid preparation, but instead use bacteria designed for the

propagation of unstable inserts (e.g., Invitrogen “One Shot Stbl3,” or other

similar strains). High viral titers are required for efficient expression follow-

ing mouse tail vein injection: each mouse receives 250 mL of a freshly made

virus suspension containing at least 108 infectious particles per mL (pfu/mL).

To reach these high levels, it is important to implement optimization and

quality control procedures along the viral production process.

Time line

The overall production time is 6 days from start to finish, with a total

working time of approximately 45 min per day.

Day 1: seeding of producer cells (HEK293-T)

Day 2: transfection of lentiviral constructs

Day 3: visual assessment of transfection efficiency

Day 4: virus collection

Day 5: virus collection

Day 6: virus concentration and injection

5.2. Materials needed for virus production
5.2.1 Plasmid preparation

The viral system can be requested via Addgene (www.addgene.org)

pWPXL (Plasmid 12258), for carrying the transgene of interest

psPAX2 (Plasmid 12260) HIV helper genome

pMD2.G (Plasmid 12259) VSV-G

One Shot® Stbl3 Chemically Competent Escherichia coli (Invitrogen

C7373-03)

HiSpeed Plasmid Maxi Kit (Qiagen 12662)

5.2.2 Cell culture
HEK293-T cells (ATCC cell line. # CRL-11268)

DMEM high glucose with glutamate (Invitrogen 11995073)

Lipofectamine 2000 (Invitrogen 11668019)

Optimem (Invitrogen 31985070)

5.2.3 Virus titration, concentration, and infection
Lenti-X GoStix (Clontech 631243)

PEG-it Virus Precipitation Solution (SBI LV810A-1)

Hexadimethrine bromide (H9268 Sigma)
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5.2.4 Lentivirus production
5.2.4.1 Day 1: Seeding HEK293-T cells
Seed HEK293-T cells by splitting a subconfluent 10 cm plate (p100) 1:5.

Pooling the supernatant of 10 virus-producing plates usually generates

enough material for one experiment. The seeding should be done �24 h

before transfection into 10 cm plates, each with 8 mL complete growth

medium (DMEMhigh glucose, 10% FBS) and incubated at 37 �C, 5%CO2.

5.2.4.2 Day 2: Transfection
Before starting transfectionof theHEK293-Tcells, change to freshmedia and

check the level of cell confluency under the tissue culture microscope. The

cells should be subconfluent (�90% confluent). DNA and Lipofectamine

solutions should be prepared separately in 1.5 mL test tubes with a total

volume of 50 mL per plate for each transfection. The following plasmids

are combined: 1 mg psPax (gag-pol expresser); 1 mg pMDG (VSV-G

expresser); and 1.5 mg pWPXL (containing the cDNAof interest). Optimem

is then added to a total of 50 mL. For each transfection reaction, add 40 mL
Optimem to a second tube and add 10 mLLipofectamine 2000 into the center

of the tubewithout touching the sides. Do not vigorously vortex or pipet the

mix, as thismaydecrease the transfection efficiency. Incubate the solutions for

15 min at room temperature, then add the DNA to the Optimem/

Lipofectaminemix, and stir with the pipet tip until a homogenous suspension

is formed. After incubating at room temperature for 15 min, add the transfec-

tionmix to the cells in a dropwisemannerwhile agitating the plates by orbital

shaking. After 6 h, change the medium a second time and incubate cultures

overnight at 37 �C, 10% CO2.

5.2.4.3 Day 3: Visual assessment of transfection efficiency
Approximately 24 h after transfection, check the efficiency of viral infection

via fluorescence microscopy, which permits identification of fluorescent

(HyPer2-expressing) cells as well as showing the formation of cell aggre-

gates, which reflect viral infection of the HEK293-T cells. If the infection

efficiency is not high enough (fewer than three fluorescent syncytial cell

aggregates per field of view at 20�), it is unlikely that an adequate viral titer

will be obtained; in this case, it is best to discard the cells and start over, pos-

sibly with new plasmid preparations.

5.2.4.4 Day 4/Day 5: Virus collection
Harvest the lentivirus by pooling the supernatant from day 4 and day 5. Col-

lect the media into 50 mL tubes, and check the viral titer using Lenti-X
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GoStix (Clontech) according to the manufacturer’s protocol. If this test is

negative, discard the supernatant and start over. If the titer quality is suffi-

cient, remove cellular debris by centrifugation (1500� g for 15 min) and

add 10 mL of cold PEG-it solution to the supernatant. Mix well, and refrig-

erate the supernatant at 4 �C for up to 48 h.

5.2.4.5 Day 6: Virus concentration and injection
Centrifuge supernatant/PEG-it mixture at 1500� g for 30 min at 4 �C.
After centrifugation, the virus particles appear as a beige or white pellet at

the bottom of the tube. Carefully aspirate the supernatant and resuspend the

pellets in 1/100 of the original volume using cold sterile PBS. Pool the virus

suspensions and add hexadimethrine bromide solution to a final concentra-

tion of 10 mg/mL. Load individual syringes with 250 mL of virus suspension

and proceed with the injections, as reviewed below. After adding the

hexadimethrine bromide, perform the tail vein injection in less than

30 min. Do not freeze the viral supernatants for subsequent use in tail vein

injections, as this may result in a reduction of viral titer. Obviously, this

method does not allow time for quantitative viral titer determination, but

the semiquantitative assessment of viral titer using Lenti-X GoStix is suffi-

cient. Because it is important to proceed with the injections shortly after the

viral enrichment process, a detailed analysis of the viral titer by serial dilution

or qPCR is not feasible. We do not use supernatants giving a weak fluores-

cence signal on day 3 or a negative signal in the “Quicktest.” It is better to

discard the cells and start over than work with a suboptimal virus stock. For

purposes of troubleshooting and quality control, it is useful to save an aliquot

of the injected virus solution for quantitative titer determination. For infec-

tion of tissue culture cells (when the viral titer does not need to be so high),

the virus can be frozen at �80 �C and stored for up to 6 months before use.

The key to a high titer virus solution is optimal and healthyHEK293-T cells.

Even slight variations in culture conditions can lead to significant fluctua-

tions of virus quality and quantity. Split the cells three times a week at a ratio

of around 1:4–1:6, making sure that cells are completely trypsinized to dis-

rupt cell aggregates. Cells should be monitored for mycoplasma infection

regularly, as mycoplasma can interfere with transfection efficiency.

For the creation of stable cell lines expressing lentivirus-encoded

HyPer2, we infected p100 dishes of HEK293-T cells with the HyPer2 len-

tivirus (�5�106 pfu), prepared as described above. After 6 h, media was

changed for DMEM containing 10% FBS without phenol red, and cells

were incubated for 24 h before splitting. With this procedure, we generated
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a stable cell line of HEK293-T cells expressing the HyPer2 biosensor; levels

of HyPer2 protein expression are stable through multiple passages, and cells

can be frozen down for storage and the thawed cells still retain robust

HyPer2 expression. To validate the response of the HyPer2 cell line to

H2O2, HEK293-T cells stably expressing HyPer2 biosensor were plated

in 24-well dishes precoated with polyethylenimine (25 mg/mL) to improve

cell attachment. Before starting measurements, media was replaced with

dPBS containing 5 mM glucose. Fluorescence emission at 520 nmwas mea-

sured using a fluorescence plate reader (Omega Fluostar, BMG) with 400

and 485 nm excitation filters (Fig. 4.3A). After a period of base line stabili-

zation (due to photoactivation of the YFP fluorophore in HyPer2), the

enzyme glucose oxidase (Calbiochem, cat # 345386) was added to the extra-

cellular media to generate fluxes of H2O2 (0–15 mM/min). Glucose oxidase

activity was determined using commercially available colorimetric kits (e.g.,

Cayman Chemical). The increase in HyPer2 ratiometric fluorescence

(485 nm/400 nm) corresponds to the oxidation of HyPer2, and initial slopes

correlate well with H2O2 fluxes.

We also utilized HyPer2 lentivirus to infect bovine aortic endothelial

cells (BAEC) using the same procedures as described above. BAEC

expressing Hyper2 were plated in gelatin-coated 35 mm petri dishes con-

taining 10 mm Microwell #0 coverglasses. After incubating for 4 h in phe-

nol red-free DMEM with 10% FBS to allow cell attachment, the cell media

was replaced with Hank’s Buffered Salt Solution and live cell imaging was

obtained as described before (Pase et al., 2012). Figure 4.3B shows imaging

results obtained in BAEC encoding HyPer2 biosensor after the addition of

hydrogen peroxide (H2O2, 100 mM) to the extracellular media. Once the

baseline is established, the addition of H2O2 results in a robust increase in

fluorescence, monitored and quantitated as described above. BAEC

expressing HyPer2 can be used to study themechanisms of H2O2modulated

signaling pathways in endothelial cells. Because BAEC are primary cells, the

lentivirus-infected cells are only used for one or two passages following

infection with the HyPer2 lentivirus.

For infection of cardiac tissues, the HyPer2 lentivirus is infused through

the tail vein (250 mL of 108 pfu/mL) of adult male mice (8–10 weeks old).

One or two weeks after injection of virus (or saline control), mice are eutha-

nized, and cardiac myocytes are isolated, cultured, and analyzed as described

above. Although mouse tail vein injection is a commonly used technique, it

takes practice to perform it correctly. Great care has to be taken to confirm
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that the injection is indeed into the tail vein (there is an informative dem-

onstration of the tail vein injection technique on line at http://www.

youtube.com/watch?v¼8MDcyardkmw). Mice have two lateral tail veins,

visible along either side of the tail. The mouse is placed in a mouse tail illu-

minator/restrainer (Braintree Scientific) and the lentivirus is injected using

an insulin syringe with a 27-gauge needle. Lentivirus may be diluted with

sterile saline to a final volume of 200–250 mL. While injecting, there should

be negligible resistance. Two weeks after injection of HyPer2, mouse tissues

can be harvested and analyzed for HyPer2 protein expression by probing
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Figure 4.3 Imaging H2O2 in cells infected with Hyper2 lentivirus. (A) The results of cel-
lular imaging of HEK293-T cells stably expressing the HyPer2 biosensor. Fluorescence
emission at 520 nm was measured using a fluorescence plate reader with 400 and
485 nm excitation filters. After stabilization of the base line, the glucose oxidase was
added to the extracellular media to generate H2O2 flux (0–15 mM/min), as described
in the text. (B) Results obtained in BAEC infected with HyPer2 lentivirus and treated with
H2O2 (100 mM); images were taken every 5 s. The image shows HyPer2 fluorescence in
untreated BAEC that had been infected with the HyPer2 lentivirus; the graph shows a
time course of the ratiometric fluorescence change (YFP500/YFP420 ratio), revealing a
rapid increase in HyPer2 oxidation after adding H2O2.
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immunoblots with an antibody against GFP (e.g., the polyclonal GFP anti-

body from Cell Signaling); the HyPer2 protein migrates at Mr¼52 kDa.

6. IMAGING INTRACELLULAR H2O2 IN CARDIAC
MYOCYTES AND ENDOTHELIAL CELLS
EXPRESSING HyPer2

Lentiviral infection by mouse tail vein injection of the HyPer2 lenti-

virus leads to a heterogeneous level of HyPer2 expression in cardiac

myocytes. In a typical cardiac myocyte preparation following HyPer2 tail

vein injection, only approximately 5% of the myocytes express detectable

HyPer2. This low proportion of HyPer2-positive cells is further con-

founded by the high background fluorescence present in cardiac myocytes.

The intensity level of this background fluorescence has to be determined

first; only cardiac myocytes showing at least twice this fluorescence level

are selected for imaging. Following initiation of the live cell imaging pro-

tocol, it is important to wait until the baseline signal stabilizes: the first

�30 s of acquired data usually cannot be analyzed because of an optical arti-

fact that arises from the initial photoconversion of YFP (seen as a rapid drop

in fluorescence), as has been previously described (Aoki & Matsuda, 2009).

The individual imaging conditions (e.g., exposure time and choice of neu-

tral density filters) depend on the specific microscope setup being used. The

paper by Pase et al. (2012) contains an extensive description of these con-

siderations. Figure 4.4 shows imaging results obtained in cardiac myocytes

isolated from mice after tail vein injection with the HyPer2 lentivirus

(Sartoretto et al., 2011). Changes in cell-derived fluorescence were analyzed

after treating the cells with hydrogen peroxide (H2O2, 10 mM), angiotensin-II

(ANG-II, 500 nM), or isoproterenol (ISO, 100 nM). HyPer2 fluorescence

increases after the addition of H2O2, serving as a key positive control.

ANG-II also promotes a significant increase inHyPer2 fluorescence, but there

was no significant increase in HyPer2 fluorescence following the addition of

ISO (Fig. 4.4). Both of these agonists promote NOS activation (Sartoretto

et al., 2009, 2011), but H2O2 plays a differential role in receptor signaling:

ANG-II-promoted eNOS activation is dependent on H2O2, whereas beta

adrenergic receptor activation of nNOS is independent of changes in intracel-

lular H2O2. These and similar experimental approaches can be used to probe

H2O2-dependent signaling pathways in cardiacmyocytes and other terminally

differentiated cells.
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Abstract

The protein kinase C (PKC) family of isoenzymes may be a crucial player in transducing
H2O2-induced signaling in a wide variety of physiological and pathophysiological pro-
cesses. PKCs contain unique structural features that make them highly susceptible to
oxidative modification. Depending on the site of oxidation and the extent to which
it is modified, PKC can be either activated or inactivated by H2O2. The N-terminal reg-
ulatory domain contains zinc-binding, cysteine-rich motifs that are readily oxidized by
H2O2. When oxidized, the autoinhibitory function of the regulatory domain is com-
promised, and as a result, PKC is activated in a lipid cofactor-independent manner.
The C-terminal catalytic domain contains several reactive cysteine residues, which when
oxidized with a higher concentration of H2O2 leads to an inactivation of PKC. Here, we
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describe themethods used to induce oxidative modification of purified PKC isoenzymes
by H2O2 and the methods to assess the extent of this modification. Protocols are given
for isolating oxidatively activated PKC isoenzymes from cells treated with H2O2. Further-
more, we describe the methods used to assess indirect regulation of PKC isoenzymes by
determining their cytosol to membrane or mitochondrial translocation and tyrosine
phosphorylation of PKCd in response to sublethal levels of H2O2. Finally, as an example,
we describe the methods used to demonstrate the role of H2O2-mediated cell signaling
of PKCe in green tea polyphenol-induced preconditioning against neuronal cell death
caused by oxygen–glucose deprivation and reoxygenation, an in vitro model for cere-
bral ischemic/reperfusion injury.

1. INTRODUCTION

Although the oxidant hydrogen peroxide (H2O2) was previously con-

sidered to be cytotoxic and thought to induce cell death, it is becoming clear

that at sublethal concentrations it serves as a second messenger that mediates

the actions of a variety of agents including growth factors and tumor pro-

moters (Rhee, Chang, Bae, Lee, & Kang, 2003). Low concentrations of

H2O2 also induce cell signaling leading to a cellular adaptation to higher

concentrations of oxidants, which would otherwise be cytotoxic. Similar

to other second messengers such as cAMP, cGMP, Ca2þ, and diacylglycerol
(DAG) which have specific cellular targets such as protein kinases, specific

cellular targets for H2O2 that mediate its signaling are coming into light

(Rhee, 2004). Among these targets is a protein kinase C (PKC) family of

isoenzymes that may be important players in transducing H2O2-induced sig-

naling in wide variety of physiological and pathophysiological processes

(Gopalakrishna & Jaken, 2000).

Conventional PKCs (a, b, and g) are Ca2þ dependent and are activated

by a second messenger DAG (Griner & Kazanietz, 2007; Newton, 1997;

Nishizuka, 1992; Parker & Murray-Rust, 2004). Conversely, novel PKCs

(d, e, Z, and y) are Ca2þ independent but activated by DAG. Atypical PKCs

(z and l/i) require neither Ca2þ nor DAG for expressing optimal activity.

PKC-binding proteins direct these isoenzymes to various subcellular com-

partments (Mochly-Rosen, 1995; Poole, Pula, Hers, Crosby, & Jones,

2004). Although most cells express more than one type of PKC, differences

among the isoenzymes with respect to activation conditions and subcellular

locations suggest that individual PKC isoenzymes mediate distinct cellular
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processes. For example, in most cell types, PKCe is a promitogenic and

prosurvival kinase, whereas PKCd is an antiproliferative and proapoptotic

kinase (Griner & Kazanietz, 2007). Therefore, an inactivation of PKCe
and/or PKCd could lead to cell death.

All PKCs consist of N-terminal regulatory domains and C-terminal cat-

alytic domains (Fig. 5.1). In the absence of lipid coactivators as in the resting

cells, PKCassumes an inactive conformation.This ismaintainedby an intramo-

lecular interaction between an autoinhibitory sequence (the pseudosubstrate)

in the regulatory domain and substrate-binding region of the catalytic domain

(Gopalakrishna & Jaken, 2000). In this inactive state, PKC is mainly present in

the cytosol. Activation is triggered by receptor-mediated stimulation of phos-

pholipase C, which generates DAG.DAG binding to PKC regulatory domain

induces its translocation to the plasma membrane, nucleus, and mitochondria

(Blumberg et al., 1994; Steinberg, 2008).

Tumor promoters such as phorbol esters mimic DAG activation of PKCs

by binding to the same sites within the regulatory domain, thereby inducing

similar conformational changes within the regulatory domain (Blumberg

et al., 1994). The DAG/phorbol ester-binding sites have been mapped to

two pairs of zinc fingers in the regulatory domain (C1A and C1B). Each zinc

finger contains six regularly spaced cysteine residues that fold a structure that

coordinates two zinc atoms (Kazanietz et al., 1995). The high number of

cysteine residues in the zinc finger of the regulatory domain makes this

an attractive target for redox regulation.

C2

C1

2
2

Regulatory domain Catalytic domain

C3 C4

ATP

Activation Inactivation

C1A V3

Pseudosubstrate

SS S S S

Zn Zn

COOH

S S S S

C1B

S

NH2

H2O2
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Low concentration

Ca2+

H2O2

Figure 5.1 Schematic presentation of H2O2-induced activation of PKC (Ca2þ-dependent
isoenzymes). At low concentrations, H2O2 reacts with zinc thiolates present in the reg-
ulatory domain and activates PKC. At high concentrations, H2O2 also reacts with cyste-
ine residues present in the catalytic domain and inactivates the kinase.
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Both regulatory and catalytic domains of PKC are susceptible to oxida-

tive modification by H2O2 (Gopalakrishna & Jaken, 2000). At lower con-

centrations, H2O2 selectively modifies the isolated PKC at its regulatory

domain, which can be monitored by the loss of phorbol ester binding. As

a consequence, the kinase becomes cofactor independent, presumably

due to the oxidant-induced loss of autoinhibition through the regulatory

domain. This type of modification which converts the Ca2þ/lipid-activated
form of PKC (cofactor-dependent) to a cofactor-independent form is also

seen in H2O2-treated cells. This is particularly intriguing considering that

H2O2 mimics several actions of phorbol esters in many cell types. On the

contrary, oxidative modification of cysteine residues in the catalytic domain

leads to inactivation of PKC. An inactivation of PKC isoenzymes, particu-

larly PKCe, has been implicated in cell death (Griner & Kazanietz, 2007).

In H2O2-treated cells, PKCd is activated by phosphorylation at its

Tyr311 located in the hinge region between the regulatory and catalytic

domains of the kinase (Konishi et al., 2001). This is supported by the fact

that purified PKCd is activated in a cofactor-independent manner by direct

phosphorylation at Tyr311 by Src family kinases. However, in a latter study,

Kikkawa and his associates have elegantly demonstrated that the mutant

PKCdwhere Tyr311 is replaced with phenylalanine is recovered as an active
form as the wild-type PKCd from the H2O2-treated COS-7 cells (Umada-

Kajimoto, Yamamoto, Matsuzaki, & Kikkawa, 2006). Steinberg and her

associates have shown an activation of PKCd by its tyrosine phosphorylation
as well as by its oxidative modification in cardiomyocytes (Rybin

et al., 2004).

The oxidative activation of PKC was observed in many cases

(Gopalakrishna & Anderson, 1989; Knapp & Klann, 2000; Zabouri &

Sossin, 2002). Redox regulation of PKC has been implicated in a wide vari-

ety of physiological and pathophysiological processes (Giorgi et al., 2010).

Some examples include its role in tumor promotion, long-term potentia-

tion, neuritogenesis, and ischemic preconditioning in both the heart and

the brain (Gopalakrishna, Gundimeda, Schiffman, & McNeill, 2008;

Gopalakrishna & Jaken, 2000; Klann, Roberson, Knapp, & Sweatt, 1998;

Perez-Pinzon, Dave, & Raval, 2005).

We recently observed the role of oxidatively activated PKCe in green tea

polyphenol (GTPP)-induced preconditioning against cell death induced by

oxygen–glucose deprivation (OGD) (Gundimeda et al., 2012). Polyphenol

epigallocatechin-3-gallate (EGCG) present in GTPP binds to the 67-kDa
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laminin receptor (67LR) and triggers cell signaling that leads to activation of

NADPH oxidase, which then generates sublethal levels of ROS. ROS,

particularly H2O2, in turn, activates PKCe by directly inducing its oxidative
modification. In addition,H2O2 indirectly induces activation andmembrane/

mitochondrial translocation of PKCe through generation of phospholipid-

hydrolysis products. Mitochondrial association of the cell survival isoenzyme

PKCe likely protects cells from cell death induced by oxygen–glucose

deprivation/reoxygenation (OGD/R). Our previous studies have shown an

activation of ERK1/2 by ROS in GTPP-treated cells as well as an activation

of ERKbyPKC in oxidant-treated cells triggering downstreamnuclear events

(Gopalakrishna et al., 2008; Gundimeda, McNeill, Schiffman, Hinton, &

Gopalakrishna, 2010). Based on these observations, we propose that GTPP

induces the expression of antioxidant enzymes, which may precondition cells

against OGD/R-induced cell death. Thus, it is possible that activation of PKC

by sublethal levels ofH2O2duringpreconditioningmay induce anendogenous

antioxidant response and thereby protects neuronal cells from oxidative injury

caused by lethal levels of ROS during OGD/R.

Here, we describe the methods used to induce oxidative modification of

purified PKC isoenzymes by H2O2 to determine oxidative activation of PKC

isoenzymes occurring in cells treated with H2O2, and to assess indirect regu-

lation of PKC isoenzymes in response to sublethal levels ofH2O2. Finally, as an

example, we describe the methods used to demonstrate the role of H2O2-

induced redox signaling of PKC in GTPP-induced preconditioning against

neuronal cell death induced by OGD/R. Emphasis is given to a, b, g, d,
and e isoenzymes.

2. MATERIALS

2.1. Reagents and antibodies
Catalase–polyethylene glycol (PEG), xanthine, xanthine oxidase, copper–zinc

superoxide dismutase (SOD), catalase, EGCG, aprotinin, leupeptin, pepstatin

A,N-acetyl-L-cysteine, phosphatidylcholine, phosphatidylserine, 1,2-diolein,

and hydrogen peroxide were from Sigma. N-Acetyl-D-cysteine was from

Research Organics. [g-32P]ATP (specific activity 20 Ci/mmol) was from

MP Biochemicals. [20-3H]phorbol 12,13-dibutyrate (specific activity

20 Ci/mmol) was from Dupont NEN. Cyto-Toxo-One Homogeneous

Membrane Integrity assay kit was from Promega. 20,70-Dichlorofluorescin
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diacetate (DCFDA) was obtained from Molecular Probes. Diphenyle-

neiodonium (DPI) and VAS2870 were obtained from Calbiochem. PKC-

specific substrate peptide corresponding to a neurogranin amino acid sequence

(residues 28–43) was synthesized at the core facility of Norris Comprehensive

Cancer Center.

Decaffeinated extract of GTPP, which was standardized to contain 97%

polyphenols and nearly 70% catechins, was obtained from Pharmanex. The

typical preparation contained the following polyphenols expressed as per-

centage of original weight of GTPP preparation: EGCG (36%), ECG

(15%), EC (7%), and EGC (3%) (21). Similar composition was also reported

with another batch of GTPP (52), suggesting a high degree of consistency in

the composition of this GTPP preparation.

Anti-67LR (MLuC5) mouse monoclonal antibodies, anti-PKCd rabbit

polyclonal antibodies, anti-PKCe rabbit polyclonal antibodies, anti-PKCe
mouse monoclonal antibodies, mouse IgM, and Protein-A/G Plus-agarose

were obtained from SantaCruzBiotechnology. Anti-PKCamousemonoclo-

nal antibodies were from Millipore. Mouse monoclonal antiphosphotyrosine

antibodies (clone 4G10) were from Upstate Biotechnology.

2.2. Buffers
Buffer A: 10 mM Tris–HCl, pH 7.4/1 mM EGTA or 1 mM CaCl2/

2 mM leupeptin/0.15 mM pepstatin A/0.25 mM ATP/10 mM MgCl2.

Buffer B: 20 mM Tris–HCl, pH 7.4/1 mM EDTA/0.5 mM

phenylmethylsulfonyl fluoride/2 mM leupeptin/0.15 mM pepstatin

A/1% Igepal CA-630 (v/v).

Buffer C: 20 mM Tris–HCl, pH 7.4/1 mM EDTA/10 mM

2-mercaptoethanol/1 mM leupeptin/0.15 mM pepstatin A.

Buffer D: 20 mM Tris–HCl, pH 7.4/1 mM EDTA/1% Triton X-100/

10 mM 2-mercaptoethanol/10 mM sodium fluoride/1 mM sodium

vanadate/0.5 mM phenylmethylsulfonyl fluoride/1 mM leupeptin/

0.15 mM pepstatin A.

Buffer E: 20 mM Tris–HCl, pH 7.4/1 mM EDTA/0.15MNaCl/1 mM
leupeptin/0.15 mM pepstatin A/1% Igepal CA-630.

Buffer F: 20 mM Tris–HCl, pH 7.4/1 mM EDTA/0.1M NaCl/1 mM
leupeptin/0.15 mM pepstatin A/0.1 mM microcystin-LR.

Buffer G: 10 mM Tris–HCl, pH 7.4/250 mM sucrose/1 mM EDTA/

0.5 mM phenylmethylsulfonyl fluoride/leupeptin (10 mg/ml)/aprotinin

(10 mg/ml).
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3. DIRECT OXIDATIVE MODIFICATION OF PKC
ISOENZYMES BY H2O2

3.1. Modification of purified PKC isoenzymes by H2O2

PKC isoenzymes a, b, g, d, and e are purified from rat brains (Gundimeda

et al., 2008). In some cases, a mixture of Ca2þ-dependent isoenzymes a, b,
and g (specific activity 890 units/mg protein) is used, as Ca2þ-dependent
hydrophobic chromatography can purify these isoenzymes to homogeneity

in high amounts (Gopalakrishna & Anderson, 1989). If these isoenzymes

are purified by other conventional methods, it is important to remove

protease calpain from the enzyme preparation as described previously

(Gopalakrishna, Chen, & Gundimeda, 1995). If trace amounts of proteases

are present in the preparations of enzyme used for oxidative modification

experiments, the oxidatively modified PKCmay be degraded. It is also ben-

eficial to use various protease inhibitors.

Initially, thiol agents are removed from PKC preparation by dialysis or

PD-10 Sephadex (Pharmacia) gel filtration columns. The purified isoen-

zymes are taken into a buffer A in a total volume of 0.25 ml. These samples

are brought to 30 �C in a water bath. Oxidative modification is initiated by

adding various concentrations of H2O2, and the samples are incubated for

5–20 min. Excess H2O2 is removed from the treated samples by subjecting

them to a centrifuge column technique (Gopalakrishna et al., 1995), and

both PKC activity and phorbol ester binding are then determined.

In the original method, we reported that the reaction was arrested by the

addition of dithiothreitol (Gopalakrishna & Anderson, 1989). Thus, the

modification observed is thiol-irreversible. Therefore, higher concentration

of H2O2 (4 mM) is required for this modification. In the current protocol,

stopping the reaction by removing H2O2, thiol reversible modification is

seen to a greater extent than irreversible modification. This modification

requires a lower concentration (<1 mM) of H2O2. Both regulatory and cat-

alytic domains are susceptible to H2O2-induced oxidative modification.

H2O2 at 1 mM concentration decreased phorbol ester binding and increased

lipid cofactor-independent activity by nearly 50–60% of that is seen when

assayed with cofactors. To prevent modification of the catalytic domain,

ATP and Mg2þ are required. However, the catalytic activity is also lost

when incubated with high (5 mM) concentration of H2O2.

There is also a substrate preference for oxidatively activated PKC isoen-

zymes. The commercial type III-S preparation of histone (a mixture of
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histone H1 and high mobility group proteins) served as a better substrate

than pure histone H1 for oxidatively activated PKC (a, b, and g mixture).

A synthetic peptide corresponding to a neurogranin amino acid sequence

(residues 28–43) is found to be a good substrate for oxidatively activated

PKC isoenzymes.

3.1.1 Measuring cofactor-independent activity of PKC
The assays of PKC are carried out in 96-well plates with fitted filtration discs

made of a Durapore membrane (Gopalakrishna, Chen, Gundimeda,

Wilson, & Anderson, 1992). Samples (25 ml) to be assayed for PKC activity

are pipetted into four wells. Fifty microliters of 20 mM EGTA is then added

to the first two wells containing PKC samples. To the remaining two wells

containing the PKC samples, 50 ml of a sonicated lipid mixture (100 mg/ml

phosphatidylserine, 10 mg/ml diolein) is added. The reaction is started by

adding a mixture containing 50 mM Tris–HCl (pH 7.5)/25 mM MgCl2/

0.8 mM CaCl2/0.25 mM [g-32P]ATP (three million cpm)/histone H1

(0.25 mg/ml)/2 mM leupeptin. The samples in a total volume of 125 ml
are incubated at 30 �C for 5 min. After arresting the reaction with trichlor-

oacetic acid and ultrafiltration, the radioactivity associated with the protein

retained on the membrane is determined. In certain cases, histone H1 is rep-

laced with 5 mM neurogranin substrate peptide (residues 25–43), and the

same reactions are carried out in regular 96-well plates without filtration

discs. The reaction is arrested with 10 ml of 1M phosphoric acid, the samples

are applied to Whatman P81 paper (2�2 cm), and the papers are washed

four times with 75 mM phosphoric acid. Radioactivity retained in the

washed paper is then counted.

As the PKC assay use histone H1 is a relatively simple, this substrate

is used for determining the activity of conventional PKC isoenzymes

(a, b, g). Histone H1, however, is not a good substrate for measuring the

activity of novel and atypical isoenzymes. Conversely, the neurogranin (res-

idues 25–43) is a potent substrate peptide and appropriate for determining

the phosphotransferase activity of all PKC isoenzymes (Gonzalez, Klann,

Sessoms, & Chen, 1993). Therefore, we use this substrate for determining

the activity of all PKC isoenzymes in cell extracts.

3.1.2 Assessing modification of the regulatory domain by measuring
phorbol ester binding

As the zinc-coordinating cysteine-rich region is required for phorbol ester

binding, this binding assay may indicate the functional integrity of the
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cysteine-rich region in the regulatory domain. Phorbol ester binding to the

H2O2-modified PKC is carried out with a multiwell filtration approach

using [3H]phorbol 12,13-dibutyrate (PDBu) as a ligand (Gopalakrishna

et al., 1992). Briefly, 25 ml of purified PKC is incubated with 20 mM

Tris–HCl, pH 7.4/0.6 mM CaCl2/0.15 mM leupeptin/0.06 mM pepstatin

A/20 nM [3H]PDBu [20 Ci/mmol; 200,000 dpm]/phenylmethylsulfonyl

fluoride-treated bovine serum albumin (0.1 mg/ml)/bovine g-globulin
(0.1 mg/ml) in the wells of the 96-well filtration plate with fitted Durapore

membrane disks at 30 �C for 10 min. The ligand-bound PKC is absorbed to

DEAE-Sephadex beads, and the beads are then filtered and washed in the

same multiwells with 20 mM Tris–HCl, pH 7.5. The radioactivity associ-

ated with the DEAE-Sephadex beads retained on the filter is then counted.

3.2. Oxidative modification of PKC in cells by exogenous H2O2

3.2.1 Protocol for isolation of oxidatively modified PKC isoenzymes
from cells

In the original report, the concentration of H2O2 needed to induce the

oxidative activation of PKC in cells was relatively high (1–5 mM)

(Gopalakrishna & Anderson, 1989). However, concentration as low as

100–300 mM was found to be sufficient in order to induce the oxidative

activation of PKC in J774A.1 macrophage cells (Kaul, Gopalakrishna,

Gundimeda, Choi, & Forman, 1998). Differences in effective concentra-

tions are partly due to protocol differences (i.e., lower concentrations are

effective in experiments with serum-starved cells in a balanced salt solution).

Variations among cell types are most likely due to differences in levels of

reductases that reverse the oxidative modification.

Protocol: Various cell lines are grown in the 100-mm Petri dishes in the

minimal essential medium (MEM) containing 10% fetal calf serum. At con-

fluency, the medium is changed to serum-free medium, and the cells are

incubated for overnight. The cells then are treated with 1 mM H2O2 for

a given period of time. The treated cells are washed three times with

Tris–HCl, pH 7.4/0.15 M NaCl and Dounce homogenizer in 3.5 ml of

buffer B. It is important to use protease inhibitors during the isolation of oxi-

datively modified PKC fromH2O2-treated cells and to measure the enzyme

as quickly as possible. The homogenates are centrifuged at 13,000� g for

15 min, and the supernatants are used to isolate PKC.To test whether the oxi-

dative modification is reversible, cell homogenization is carried out as

mentioned above in bufferB, and the homogenate is divided into two aliquots.

To one of these aliquots, 2-mercaptoethanol is added to a final concentration
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of 10 mM. The samples with and without 2-mercaptoethanol are separately

processed while maintaining the difference in 2-mercaptoethanol in all buffers

used for PKC isolation by DEAE-cellulose chromatography.

Cell extract (2 ml) is applied to a 0.5-ml column of DEAE-cellulose

(DE-52) previously equilibrated with buffer C. After washing the column

with 2.5 ml of buffer C, the bound native form of PKC is eluted with

1.25 ml 0.1 M NaCl in buffer C (referred to as peak A). The oxidatively

modified and constitutively active PKC isoenzymes are then eluted with

1.25 ml of 0.25M NaCl in buffer C (peak B). The peak B fraction also

has protein phosphatase 2A. Therefore, it is important to add its inhibitor

microcystin LR (0.1 mM) to this fraction in order to reliably measure

the kinase activity of oxidatively modified PKC. In this method, synthetic

neurogranin peptide (residues 28–43), a specific substrate for PKC, is

used for determining protein kinase activity. Furthermore, this cofactor-

independent protein kinase activity elevated in peak B is inhibited by

pan-PKC-specific inhibitor bisindolylmaleimide (BIM). Therefore, this

cofactor-independent protein kinase activity increase in peak B is most likely

due to activation of PKC, rather than to activation of other protein kinases.

3.2.2 Protocol for measuring inactivation of the PKC regulatory domain
by determining phorbol ester binding in intact cells

Cells are grown in 6-well plates. The medium is changed to a serum-free

medium, and then, cells are treated with various concentrations of H2O2

for a given period of time. Then, 37.5 nM [3H]PDBu (0.25 mCi) is added
to the medium. To determine nonspecific binding, 10 mM unlabeled PDBu

is included with a radiolabel. After incubation for 30 min, cells are washed

four times with ice-cold Tris–HCl, pH 7.4/0.15M NaCl and lysed with

0.2 M NaOH. The radioactivity present in the cell extract is then deter-

mined. The specific binding is calculated by subtracting the nonspecific

binding from the observed total binding (38).

4. INDIRECT CELLULAR REGULATION OF PKC
ISOENZYMES BY SUBLETHAL LEVELS OF H2O2

4.1. H2O2-induced cytosol-to-membrane translocation
of PKC

The second type of activation of PKC in H2O2-treated cells is indirect and is

caused by membrane/mitochondrial association of PKC capable of being
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extracted with detergents. The membrane association of PKC is presumably

caused by phospholipid-hydrolysis products. ROS activate phospholipid-

hydrolyzing enzymes such as phospholipases C and D (Min, Kim, &

Exton, 1998; Natarajan, Vepa, Verma, & Scribner, 1996). This results in

the release of second messengers, such as DAG, that induce the binding

of PKC to the membrane.

Protocol: Various cell types are grown in 100-mm Petri dishes in MEM

supplemented with 10% fetal calf serum. At confluency, the cells are chan-

ged to serum-free medium and treated with various agents for a given period

of time. Treated cells are washed with Tris–HCl, pH 7.4/0.15 MNaCl and

homogenized in buffer C loose fitting glass–glass Dounce homogenizer (20

strokes). The homogenate is centrifuged at 13,000� g for 10 min, and the

supernatant is used as a soluble fraction. The particulate fractions

are resuspended in buffer C with 1% Igepal CA-630 (v/v) by Dounce

homogenizing (5 strokes). The suspension is left on ice for 5 min and then

centrifuged at 13,000� g for 10 min; the supernatant is used as a detergent-

solubilized membrane fraction. The cytosol and membrane fractions

obtained by centrifuging at 100,000� g showed similar results to that seen

with soluble and particulate fractions obtained by centrifuging at 13,000� g.

Therefore, ultracentrifugation is not needed. Both soluble fractions and

particulate fractions are subjected to DEAE-cellulose chromatography: peak

A and peak B fractions are eluted from the column and pan-PKC activity is

determined as described in Section 3.1.1. The cytosol to membrane trans-

location of PKC also determined by Western immunoblotting of various

PKC isoenzymes in these fractions.

4.2. Activation of PKCd by H2O2-induced tyrosine
phosphorylation

Although we included this mode of activation of PKCd in H2O2-treated

cells as an indirect mechanism mediated by its tyrosine phosphorylation,

it might also be possible that a direct modification of the enzyme by

H2O2 may partially contribute to this activation. The following protocol

may be useful for measuring the H2O2-induced tyrosine phosphorylation

of PKCd at all tyrosine residues phosphorylated in H2O2-treated cells

(Tyr311, Tyr322, and Tyr512) or specifically Tyr311.

Protocol: The H2O2-treated cells are washed with 20 mM Tris–HCl,

pH 7.4/0.15 M NaCl and lysed in buffer D. The lysate is centrifuged at

13,000� g for 10 min at 4 �C, and the supernatant (1 ml) is incubated with

1 mg anti-PKCd rabbit polyclonal antibodies at 4 �C. Then, 30 ml of
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suspension of protein A/G Plus-agarose beads is added, and the mixture is

incubated for additional 2 h with agitation. The beads are then collected by

centrifugation at 2000� g for 5 min at 4 �C followed by washing of the

beads four times with buffer D with added 0.15 mMNaCl. The washed pel-

let is suspended in SDS sample buffer, boiled for 3 min, and centrifuged at

10,000� g for 3 min. The proteins present in the supernatant are separated

by SDS polyacrylamide gel electrophoresis. The electrophoretically sepa-

rated proteins are transferred to a polyvinylidene fluoride membrane. The

membranes are blocked with 5% dry milk and subsequently incubated with

mouse monoclonal antiphosphotyrosine antibodies followed by rabbit anti-

mouse secondary antibodies conjugated with horseradish peroxidase. The

immunoreactive bands are visualized by SuperSignal West Femto Maxi-

mum Sensitivity Substrate kit (Pierce). These bands are analyzed by densi-

tometric scanning using the Omega 12IC Molecular Imaging System and

Ultraquant software.

The commercially available anti-PKCd-phosphotyrosine-311 antibodies

maybeused todirectlyquantifyPKCdphosphorylationatTyr-311byWestern

immunoblotting without prior immunoprecipitation of PKCd from the cell

extracts.

5. H2O2-INDUCED SIGNALING IN GTPP-INDUCED
PRECONDITIONING FOR CEREBRAL ISCHEMIA

We have previously used various methodologies to determine H2O2-

induced cell signaling in the action of tamoxifen, catechol, hydroquinone,

and neuritogenesis (Gopalakrishna, Chen, & Gundimeda, 1994;

Gopalakrishna et al., 2008; Gundimeda, Chen, & Gopalakrishna, 1996).

Here, we describe the methodology recently applied to the study of

H2O2-mediated redox signaling in the action of GTPPs in preconditioning

against cell death caused by OGD/R (Gundimeda et al., 2012).

5.1. 67LR-mediated activation of NADPH oxidase
EGCG binds with high affinity to the 67LR, a cell-surface nonintegrin-type

receptor (Tachibana, Koga, Fujimura, & Yamada, 2004). The following

procedure is used to demonstrate the role of 67LR in mediating the

EGCG-induced ROS generation via NADPH oxidase.

Protocol: PC12 cells are grown to confluency in polylysine-coated

96-well plates. The cells are then washedwith Krebs–Ringer–HEPES buffer

(KRH) and incubated with 10 mM 20,70-dichlorofluorescin (DCFDA
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Molecular Probes) for 30 min at 37 �C. Then the cells are washed three

times with KRH to remove any excess probe. Various concentrations of

GTPP or EGCG are added in KRH, and fluorescent intensity is determined

using SpectraMax M2e fluorescence microplate reader (Molecular Devices)

with excitation at 488 nm and emission at 525 nm. In this context, we deter-

mine ROS based on the assumption that H2O2 is the major species that

oxidizes dichlorofluorescin into a fluorescent compound. Peroxynitrite,

however, also oxidizes dichlorofluorescin (Wang & Joseph, 1999). How-

ever, pretreating PC12 cells with NG-nitro-L-arginine methyl ester, a nitric

oxide synthase inhibitor, did not decrease the GTPP-induced fluorescence,

suggesting that this increase in fluorescence is unlikely to be caused by

reactive nitrogen species. To establish the specific role of the 67LR in intra-

cellular H2O2 production, PC12 cells are preincubated with anti-67LR

antibodies for 2 h. Cells are preloaded with DCFDA and treated with GTPP

(0.05 mg/ml). Fluorescence was measured as described above.

DCFDA preloaded cells are incubated with 0.05 mg/ml GTPP along

with 10 mM DPI and 25 mM VAS2870 NADPH oxidase inhibitors. The

fluorescence intensity is then measured as described above. The decrease

in fluorescence is considered as the involvement of NADPH oxidase in

GTPP-induced ROS generation.

5.2. Role of endogenous H2O2 in GTPP-induced
preconditioning

The following methods are useful for establishing the role of H2O2 in medi-

ating preconditioning against OGD/R-induced cell death.

5.2.1 Oxygen–glucose deprivation/reoxygenation
Protocol: We are utilizing a modified in vitro cell culture model using a rat

pheochromocytoma PC12 cell line to mimic ischemia/reperfusion-induced

cell death (Tabakman, Lazarovici, & Kohen, 2002). PC12 cells are grown in

RPMI medium supplemented with 10% heat-inactivated horse serum, 5%

fetal calf serum, 50 units/ml penicillin, and 0.05 mg/ml streptomycin. Poly-

L-lysine-coated flasks or Petri dishes are used for cell culture. Briefly, PC12

cells are washed once with glucose-free DMEM previously bubbled with a

mixture of 95% nitrogen and 5% CO2. Cells are kept in this deoxygenated

glucose-free medium. The plates are then placed in a modular incubation

chamber (Billups-Rothenberg) and flushed with 95% nitrogen/5% CO2

for 4 min at a flow rate of 10 l/min. The chamber is then sealed and kept

in an incubator for 3 h at 37 �C. OGD is terminated by adding glucose
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to a final concentration of 4.5 mg/ml followed by incubation in a normoxic

incubator for 18–20 h (reoxygenation). Control cells are washed with

glucose-containing DMEM and incubated in the normoxic incubator

for 24 h.

5.2.2 Method for GTPP-induced preconditioning
Initially, we treat PC12 cells with GTPP or EGCG for 24–48 h prior to sub-

jecting them to OGD/R. Although a 24-h pretreatment with GTPP or

EGCG showed appreciable protection against OGD/R, a 48-h treatment

showed optimal protection. Because of the instability of GTPP constituents

in the culturemedium,GTPP 0.2 mg/ml is added twice daily to themedium.

Due to synergistic interaction and enhanced stability when GTPP constitu-

ents are present together (Suganuma et al., 1999), we use unfractionated

GTPP mixture instead of pure compounds. However, because EGCG is

the major polyphenol responsible for the action of GTPP, we also test this

compound to a limited extent. The optimal concentration of EGCG is

observed at 2 mM.

5.2.3 Cell death-related assays employed after OGD/R
PC12 cells are grown in 96-well plates. Cellular release of lactate dehydro-

genase (LDH) is determined using CytoToxo-ONE Homogeneous Mem-

brane Integrity assay kit (Promega) according to the manufacturer’s

instructions. Cells are lysed to obtain maximum LDH release values (full-kill

numbers). The percent of cell death (%of LDHrelease) is calculated by divid-

ing the experimental time point by the full-kill values�100. Caspase-3

activity is determined using tetrapeptide substrate (N-acetyl-Asp-Glu-Val-

Asp-7-amino-4-methylcoumarin) with an assay kit obtained from BIO-

MOL. Cells are seeded in 100-mm Petri dishes and allowed to grow

for 24 h. The cells are treated with GTPP and subjected to OGD/R. Then,

the treated cells are homogenized, and caspase-3 activity is determined

fluorometrically according to the manufacturer’s instructions. For the

apoptosis assay, cells are grown on polylysine-coated chamber slides,

treated with GTPP and subjected to ODG/R, and then fixed with 4%

paraformaldehyde in phosphate-buffered saline (PBS) for 20 min at room

temperature. After rinsing them with PBS, cells are stained with

40,6-diamidino-2-phenyl-indole (10 mg/ml) for 5 min. The morphology

of the nuclei is observed using a fluorescence microscope (Nikon Eclipse

TE300) at an excitation wavelength of 345 nm. Apoptotic nuclei are iden-

tified by chromatin condensation and fragmentation.
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5.2.4 Method to establish the role of H2O2 in preconditioning
The cells are pretreated for 18 h with cell-permeable PEG-catalase and then

subjected to GTPP-induced preconditioning. Heat-inactivated catalase is

used as a negative control. Furthermore, the role of H2O2 or other ROS

in preconditioning can be established by using an exogenous ROS-

generating system comprising of 100 mM xanthine, 1 milliunit/ml of xan-

thine oxidase, and 40 units/ml SOD by incubating for 3 h. Then the

medium is replaced with fresh medium. This step is repeated on the second

day. During the incubation of cells with the ROS-generating system, cat-

alase (500 units) is added to determine the role of H2O2 in this process.

Heat-inactivated catalase is used as a control.

5.3. H2O2-induced activation of PKC« in preconditioning
5.3.1 Role of pan-PKC in preconditioning
Protocol: We use two specific inhibitors acting via different mechanisms to

determine the role of pan-PKC activity in GTPP-induced preconditioning.

Calphostin C is a potent inhibitor of the PKC regulatory domain and

induces irreversible inactivation of PKC, whereas BIM is a potent inhibitor

of the PKC catalytic site (Gopalakrishna et al., 1995). We test its inactive

analog BIM V as a negative control to exclude the possibility of nonspecific

inhibition of other enzymes by BIM. Coincubation of PC12 cells with

calphostin C or BIM and GTPP for 2 days negates the ability of GTPP

to induce preconditioning against OGD/R-induced cell death.

5.3.2 Assessing oxidative activation of pan-PKC in GTPP-treated cells
Oxidative activation of PKC in intact cells is determined by its conversion

from cofactor-dependent form to cofactor-independent form (peak A to Peak

B conversion) as discussed in Section 3.2.1. However, when GTPP-treated

cells are homogenized in a buffer containing 2-mercaptoethanol, pan-PKC

activity is mostly eluted in peak A in a cofactor-dependent form, similar to

that seen in the control untreated cells. In addition, in cells pretreated with

PEG-catalase for 18 h, GTPP treatment does not generate a constitutively

active form of PKC. Thus, this method separates the cofactor-dependent form

from the constitutively active form which is most likely caused by H2O2-

induced redox modification of PKC.

In GTPP-treated cells, a cytosol-to-membrane translocation of PKC also

occurs which may indicate the indirect activation of PKC by lipid hydrolysis

products derived from oxidative regulation of phospholipases as discussed in

Section 4.1.
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5.3.3 Immunocomplex precipitation assay for PKC«
PKCe is known to play an important role in cell survival and

neuroprotection (Wang, Bright, Mochly-Rosen, & Giffard, 2004); there-

fore, we have focused on PKCe. Cell extracts are prepared in the presence

of detergent (1% Igepal CA-630) as described in Section 3.2.1. The extract

(1 ml) is incubated in a microfuge tube with 1 mg of anti-PKCe rabbit poly-
clonal antibodies or anti-PKCe mouse monoclonal antibodies for 1 h at

4 �C. Then, 30 ml of suspension of protein A/G Plus-agarose beads are

added and the mixture is incubated for an additional 2 h with agitation.

Then the beads are collected by centrifugation at 2000� g for 5 min at

4 �C. The beads are washed twice with buffer E and then additio-

nally washed twice with the same buffer without detergent. The pellet is

resuspended in 125 ml of buffer F, and the PKCe activity present in this frac-
tion is determined using neurogranin peptide as a substrate. It is important to

determine whether there is any generation of cofactor-independent activity

for PKCe in GTPP-treated cells and whether this activity is reversed by

2-mercaptoethanol.

5.3.4 Protocol for determining mitochondrial association of PKC«
Mitochondrial association of PKCe has previously shown to offer

neuroprotection (Wang et al., 2004). Mitochondria are isolated by differen-

tial centrifugation with a modification of a previously published method

(Frezza, Cipolat, & Scorrano, 2007). Briefly, PC12 cells are collected by

centrifugation at 600� g for 10 min at 4 �C. The cell pellet is homogenized

in buffer G. The homogenate is centrifuged at 600� g for 10 min at 4 �C to

remove nuclei and debris. The supernatant is further centrifuged at 9000� g

for 15 min at 4 �C, and the resulting mitochondrial pellet is subjected to

SDS-PAGE and immunoblotted for PKCe.

5.3.5 Establishing role of PKC« by its overexpression and knockout
We use two different approaches to determine whether there is a correlation

between the expression of PKCe in PC12 cells and the extent of GTPP-

induced preconditioning against OGD/R-induced cell death. In the first

approach, we use previously generated PC12 cells stably transfected with

either a metallothionein-driven PKCe expression vector (to overexpress

PKCe) or an empty vector (as a control (Gopalakrishna et al., 2008)).Western

blot analysis is used to determine the extent of expression of PKCe in

these transfectants. Cadmium chloride is used for the optimal expression of

PKCe in these transfectants. In the second approach, we suppress the levels
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of PKCe. PC12 cells are plated in a six-well plate. After 24 h, 50 nM PKCe
siRNA oligonucleotides (three predesigned Silencer oligonucleotides from

Ambion) are transfected into PC12 cells with Lipofectamine 2000 (Life Tech-

nologies) according to the manufacturer’s instructions. As a negative control,

we use Silencer siRNA that did not exhibit homology to any encoding region.

The efficiency of transfection and knockout of PKCe is determined byWest-

ern immunoblotting.

6. SUMMARY

In this chapter, we focused on describing the protocols applicable to

H2O2-induced oxidative modification of purified PKC isoenzymes. Meth-

odology is provided for inducing oxidative modification of PKC isoenzymes

in intact cells as well as isolation protocols of such modified forms from the

H2O2-treated cells.We have also described procedures for assessing the indi-

rect regulation of PKC by its translocation from the cytosol to the plasma

membrane or mitochondria, as well as PKC regulation by tyrosine phos-

phorylation. Furthermore, methodology is provided to demonstrate the role

of H2O2-induced PKC cell signaling in GTPP-induced preconditioning

against neuronal cell death caused by OGD/R. In this case, the methods

used support the fact that a limited amount of H2O2 generated within

the cell by receptor-mediated transmembrane signaling is sufficient to

induce PKC oxidative activation. We believe that these methodologies

are also applicable to growth factors and neurotrophins which induce the

generation of H2O2 as a second messenger.
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Abstract

Reactive oxygen species (ROS), mainly originated from mitochondrial respiration, are
critical inducers of oxidative damage and involved in tissue dysfunction. It is not clear,
however, whether oxidative stress is the result of an active gene program or it is the
by-product of physiological processes. Recent findings demonstrate that ROS are pro-
duced by mitochondria in a controlled way through specialized enzymes, including
p66Shc, and take part in cellular process aimed to ensure adaptation and fitness. There-
fore, genes generating specifically ROS are selected determinants of life span in
response to different environmental conditions.
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ABBREVIATIONS
CV cyclic voltammetry

PTP permeability transition pore

ROS reactive oxygen species

1. INTRODUCTION

According to the free radical mitochondrial theory of aging, the aging

process is due to the oxidative damage caused by reactive oxygen species

(ROS) generated mainly during mitochondrial respiration when O2 may

be partially reduced. It is not clear, however, whether oxidative pressure

is attributable to active gene programming or is the by-product of critical

physiological processes. Indeed, significant electron leakage at specific redox

centers during mitochondrial electron transfer chain reactions has been

demonstrated to be responsible for a significant fraction of the cellular

ROS (Murphy, 2009). However, the emerging picture is that mitochondria

generate ROS in a regulated manner, reflecting the metabolic activity of the

cell and acting as sensor involved in signal transduction pathways (as exam-

ples, see Bell et al., 2007; Hoffman & Brookes, 2009). Moreover, several

enzymatic systems associated with mitochondria contribute to oxidative sig-

naling (see Bao et al., 2009 for review on monoamine oxidase and NADPH

oxidase). These enzymes are mainly “known” oxidoreductase and include

monoamine oxidases and NADPH oxidases that release H2O2 although

others, such as oxidoreductin 1, directly target sulfide bonds on proteins.

An intriguing example of how the mitochondrial-cell cross talk evolved

is represented by the unexpected enzymatic function of p66Shc and pheno-

type of its mutation in mice, that is, resistance to stresses and longevity.

Here, we report on the experiments that revealed the biology of p66Shc,

from the electron transfer activity at molecular level to survival in wild at

genetic level.

2. THE P66 GENE AND PROTEIN

The p66Shc protein is the largest isoform encoded by the ShcA locus,

mapping in the human chromosome 1 or the mouse chromosome 3. The

ShcA locus encodes three isoforms trough two different promoters, one
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transcribing for the p46 and p52 isoforms, whereas the other one transcrib-

ing for the p66 isoform (Fig. 6.1).

The other two isoforms, p52Shc and p46Shc, function as adaptor protein

in signal transduction pathways linking different activated receptor tyrosine

kinases to the Ras pathway by recruitment of the GRB2/SOS complex. On

the contrary, p66Shc is not involved in Ras activation, although p66Shc has

the typical domain organization of all members of the Shc family of adaptor

proteins, with a carboxy-terminal Src homology type-2 (SH2) domain, an

adjacent glycine- and proline-rich region, which has a certain degree of

homology with a helix of collagen (collagen homologous region; CH1),

a phosphotyrosine-binbing domain and an additional, aminoterminal CH

region (CH2). Notably, p66Shc, at variance with the other Shc isoforms,

is peculiar of vertebrates being conserved in Fucu, Xenophus, Rattus, Mus,

and Homo, but not in Saccharomyces, Caenorhabditis, and Drosophila (see for

review Luzi, Confalonieri, Di Fiore, & Pelicci, 2000; Trinei et al., 2009).

3. THE MITOCHONDRIAL FUNCTION OF p66Shc

The first evidence that p66Shc might possess nonredundant functions

with respect to p46 and p52Shc came 15 years ago when two groups (Kao,

Waters, Okada, & Pessin, 1997; Migliaccio et al., 1997) independently

showed that, in contrast to p52Shc, overexpression of p66Shc was incapable

of transforming mouse fibroblasts, did not induceMAPK activation, and had

a negative effect on the fos promoter in an a transactivation assay. Then,

p66Shc overexpression, contrary to other Shc isoforms, was described to

p66
p52

p46

p66 Promoterp52, p46 Promoter

Exon 1 Exon 2 Exon 3

Figure 6.1 Transcription and translation starts of mammalian ShcA isoforms. The ATGs
of p66, p52, and p46 ShcA isoforms locate in the second exon of the ShcA locus. The
transcription of the mRNA-encoding p52Shc and p46Shc starts from a promoter
upstream the first exon that is transcribed but not translated splicing downstream
the ATG of p66Shc. The p66Shc isoform is transcribed by another promoter that initiates
the transcription upstream the second exon. Then all the three isoforms share the
remaining exon–intron structure.
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suppress the Ras signaling in several cellular systems (Baldari & Telford,

1999). In 1999, our group reported the preliminary characterization of a

knockout mouse for p66Shc (Migliaccio et al., 1999). In striking contrast

with ShcA�/� animals, p66Shc null mice developed normally and resulted

to be protected from aging-associated diseases, such as atherosclerosis, show-

ing prolonged life span (Berry et al., 2007; Menini et al., 2006; Napoli et al.,

2003). Moreover, during the last decade, p66Shc�/� cells were shown to

be resistant to apoptosis induced by a variety of different signals, including

H2O2, UV, staurosporine, taxol, growth factor deprivation, calcium iono-

phore, osmotic shock, and CD3–CD4 cross-linking (see for review

Migliaccio, Giorgio, & Pelicci, 2006), and similarly, different tissues of

the p66Shc knockout mice were found to be resistant to apoptosis induced

by paraquat (Migliaccio et al., 1999), hypercholesterolemia (Napoli et al.,

2003), hyperglycaemia (Menini et al., 2006), immunotoxicity (Su et al.,

2012), and ischemia (Carpi et al., 2009).

Consistently with the role proposed for oxidative stress on cell death and

aging (Perez-Campo, López-Torres, Cadenas, Rojas, & Barja, 1998),

Mouse embryo fibroblasts (MEFs) derived from p66Shc�/� embryos have

lower intracellular concentration of ROS, as revealed by the reduced oxi-

dation of ROS-sensitive probes and the reduced accumulation of endoge-

nous markers of oxidative stress (8-oxo-guanosine) (Trinei et al., 2002).

Likewise, p66Shc�/� mice have diminished levels of both systemic

isoprostane (Napoli et al., 2003) and intracellular (nitrotyrosines,

8-oxo-guanosine) oxidative stress (Trinei et al., 2002).

At mechanistic level, the mechanism of cell death mediated by p66Shc

was described always involving the disruption of mitochondrial network,

the release of cytochrome c, and the activation of caspase cascade (Orsini

et al., 2004). Indeed, p66Shc null background is resistant to a variety of stim-

uli that induce the intrinsic way of apoptosis (see for reviewMigliaccio et al.,

2006). However, substantial evidence that p66Shc induces mitochondrial

swelling came from the observation that the p66Shc recombinant protein

directly affects mitochondrial integrity.

4. PREPARATION OF RECOMBINANT p66Shc PROTEIN

Expression of eukaryotic proteins in bacteria is a common procedure

for basic research and applicative biochemistry. To obtain enough p66Shc

(or the p52Shc and p46Shc) protein, we cloned the coding sequences of

the human p66Shc cDNA (or the corresponding cDNA of the other two
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ShcA isoforms) into pGEX-6P-1 vector (GE Healhcare) was expressed in

BL21(DE3)pLysS Escherichia coli cells. Bacteria were grown in LB medium

containing 50 mg/ml chloramphenicol and 50 mg/ml ampicillin. Protein

expression was induced by the addition of 0.5 mM IPTG at anOD600 of 0.6.

The concentration of cells in the culture has been determined with a

spectrophotometer by measuring the amount of 600-nm light scattered

by the culture. Time-dependent variations of the registered absorbance

(A600), also expressed as optical density (OD)600, reflect the growth of cells.

Results revealed that p66Shc expression, only, inhibits bacterial growth.

The removal of the IPTG in the culture medium of the p66Shc expressing

cells restores the normal growth, thereby suggesting a cytostatic property of

human p66Shc rather than an effective cytotoxicity (Fig 6.2).

Therefore, to improve p66Shc production, growth was carried on over-

night at 18 �C and 150 rpm. Cells were harvested by centrifugation at

4000� g for 20 min, and the obtained bacterial pellet was suspended in lysis

buffer (50 mM Tris–HCl, pH 7.4, 50 mMNaCl, 5% glycerol, 5 mM DTT)

Control
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Figure 6.2 Growth of E. coli clones expressing the different human ShcA isoforms. Aver-
age of eight sample analysis for a representative experiment is reported.
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plus 1 mg/ml lysozyme and disrupted by sonication. Each step was per-

formed at 4 �C unless stated otherwise.

Cell lysate was cleared by centrifugation at 15,000� g for 30 min, and the

supernatant was batch incubated with Glutathione Sepharose 4B beads for

60 min. After two washes in lysis buffer, elution of the fusion protein was

performed in the same buffer plus 10 mM glutathione. Copurifying DnaK

contaminant can be removed from GST by ion-exchange chromatography.

For this purpose, ion exchanger RESOURCE Q, Buffer A (50 mM Tris–

HCl, pH 7.4, 1 mM EDTA, 5 mM DTT, 25 mM NaCl), and Buffer

B (Buffer Aþ175 mM NaCl) were used, with a total elution volume of

200 ml (a fraction size of 10 ml) and a flow rate of 5 ml/min.

The fractions containing GST-p66Shc fusion protein were pooled and

subjected to Prescission protease cleavage (one unit/200 mg GST-p66) for

20 h at 4 �C. GST, GST-fusion uncleaved, and GST-Prescission protease

were removed using Glutathione beads, and the supernatant was applied

again to RESOURCE Q and eluted with 0.5 M NaCl in Buffer A. After

a Centriprep 30 kDa MWCO step, purified p66Shc protein was obtained

using Superdex 200 columnwith 10 mMTris–HCl, pH 7.4, 100 mMNaCl,

1 mM EDTA, and 5 mMDTT as chromatographic buffer and a flow rate of

0.5 ml/min.

5. MITOCHONDRIAL SWELLING ASSAY

The release of proapoptotic factors from mitochondria is due to the

disruption of the organelle integrity (Green &Kroemer, 2004). The opening

of a high-conductance channel, the permeability transition pore (PTP), trig-

gers these events. Opening of the PTP provokes an increase in inner mem-

brane permeability to ions and solutes, followed by net water influx toward

the mitochondrial matrix, swelling of the organelle, and physical rupture of

its outer membrane, with the consequent release of proteins of the inter-

membrane space, including cytochrome c (cyt c) (Bernardi, Petronilli, Di

Lisa, & Forte, 2001).

To test the effect of p66Shc protein on the swelling response to calcium

challenges of isolated mitochondria, fresh mitochondria were purified from

WT or p66Shc�/�mouse livers by differential centrifugations as described

by Rapino et al. in this volume and assayed for swelling. Briefly, 0.4 mg/ml

mitochondrial suspension in 125 mM KCl, 10 mM MOPS–Tris, 1 mM

inorganic phosphate, 5 mM succinate, and 25 mM Digitonin, pH 7.4 was

incubated with [CaCl2] (from 10 to 300 mM) and or different amount of
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recombinant p66Shc (up to final concentration of 50 mM) in a spectropho-

tometric cuvette to allow OD620 determination. Swollen mitochondria, in

fact, decrease the absorbance of the suspension.

Results from this assay revealed that the addition of recombinant p66Shc

accelerated the swelling of mitochondria and the simultaneous addition of

the PTP inhibitor Cyclosporin A or antioxidant such as N-ethylmaleimide

prevented the swelling induced by p66Shc, thus suggesting that p66Shc

induced mitochondrial permeability transition through oxidative stress

(Giorgio et al., 2005).

6. MITOCHONDRIAL ROS FORMATION BY p66Shc

Indeed, ROS induce the opening of the PTP through oxidation-

dependent mechanisms and are potent inducers of apoptosis, both in cul-

tured cells and in vivo (Petronilli et al., 1994). How p66Shc might stimulate

the oxidation of PTP in isolated mitochondria was clear when we could

demonstrate the redox properties of recombinant p66Shc protein by cyclic

voltammetry (CV).

6.1. p66Shc and cytochrome c CV
Briefly, a three-electrode cell with separated compartments was used, com-

posed of a saturated calomel electrode as reference, platinum spiral wire as

counter electrode, and a gold disk (2-mm diameter) as working electrode.

The gold disk electrode was cleaned with 1, 0.3, and 0.05 mm alumina

slurry, sonicated for 5 min in 50% ethanol, and rinsed in water. The

surface-assembled monolayer (SAM) was formed by soaking the gold elec-

trode for 5 h in a 1-mM solution of 11-mercaptoundecanoic acid in ethanol,

rinsed with absolute ethanol and dried under vacuum. To obtain a more

compact surface coverage, the modified electrode was electro-activated

by performing 20 voltammetric cycles at a sweep rate of 10 mV/s between

the range of stability of the alkanethiol film (from 0.7 to�0.3 V). Then, the

electrode was immersed again for further 5 h into the alkanethiol solution,

rinsed, and finally coated with purified recombinant p66Shc protein by dry-

ing a drop of 1.0 mg/ml protein solution (1 mM Tris–EDTA, pH 7.0).

Measurements will be performed in phosphate buffer and LiClO4 as

supporting electrolyte, at constant ionic strength (100 mM) in the presence

or absence of different concentrations (approximately up to 1–10 mM) of

the TCS compounds. Before each experiment, the electrolyte solution

will be purged with argon transistor (lower than 1 ppm O2) and the
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voltammetric curves will be recorded maintaining an argon blanket over the

solution. CV experiments will be carried out at a scan rate in the range

between 5 and 50 mV/s with an Autolab Model PGSTAT 30, at 25 �C.
Protein midpoint potentials (E1/2) will be calculated as average between

the potential of oxidation (anodic peak, Epa) and reduction (cathodic peak,

Epc) peaks. CV was also performed in the presence of 100 mM horse-

purified bovine cytochrome c (Sigma).

In the absence of adsorbed p66Shc protein, the CV curves only display the

unperturbed, symmetrical capacitive response to alternate potential scans, typ-

ical of SAMs of long-chain alkyl-thiols. Accordingly, background subtraction

from the curve results to zero. When the SAM electrode was coated with

recombinant p66Shc, the two CV curves were modified by the superimpo-

sition of novel oxidation and reduction events, in the regions, respectively, of

100 and �170 mV. Background subtraction from the CV curve resulted in

this case in two sharp peaks. The CV response of the SAM electrode coated

with recombinant p66Shc was investigated at various potential scan rates and,

as expected for surface-confined electroactive species, the intensity of the two

peaks was proportional to scan rate (Giorgio et al., 2005).

Exposure of the p66Shc-coated SAM electrode to a 100-mM solution of

cyt c provoked a dramatic change in the voltammetric response: (i) the

reduction/oxidation peaks typical of p66Shc were no longer detected;

(ii) a novel and single-electron transfer event was detected, distinct from

those of either p66Shc or cyt c; (iii) the calculated electrode capacitance

was markedly reduced in the presence of cyt c; and (iv) the kinetics of elec-

tron transfer by p66Shc is accelerated in the presence of cyt c.

Together, these results suggest that p66Shc mediates electron transfer

reaction with cyt c (Giorgio et al., 2005).

6.2. Mitochondrial ROS formation assay
To check whether recombinant p66Shc increases ROS production by iso-

latedmitochondria, we evaluated the oxidation rate of H2O2
� orO2

�� sensitive

dies, respectively, 20,70-dichlorodihydrofluorescein diacetate (H2DCFDA)

and hydroethidin DHE, in the presence of mitoplasts. Briefly, mitoplasts were

obtained by hypotonic shock (1:10 dilution in deionized water for 5 min on

ice) of isolated mouse liver mitochondria. 0.5 mg/ml mitoplasts and 30 mM
H2DCFDA or 10 mM DHE were sequentially added to a spectrofluorimetric

cuvette. Kinetic of fluorescence was registered using a Perkin Elmer Ls55

spectrofluorimeter at 25 �C.
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Addition of recombinant p66Shc to succinate or glutamate/malate ener-

gized mitoplasts, but not TMPD/ascorbate, increased H2DFCDA or DHE

fluorescence, indicating increased rate of oxidation, indicating that p66Shc is

able to generate ROS by acting downstream to reduced cyt c (Giorgio et al.,

2005; Gertz, Fischer, Wolters, & Steegborn, 2008).

7. CONCLUSIONS: ROLE OF p66Shc ROS

P66Shc mitochondrial function is tightly regulated at multiple levels.

Although, the import of p66Shc into mitochondrial intermembrane space is

not still understood at a mechanistic level. However, a mechanism that

depends on p66Shc posttranslational modifications including serine phos-

phorylation by stress kinases like Jnk-1 and Pkc-B and prolil-isomerization

by Pin-1, allowing p66Shc increase within mitochondria during apoptosis,

has been described (Pinton et al., 2007).

A second level of activation of p66Shc mitochondrial function is repre-

sented by the effective amount of p66Shc within mitochondrial vesicles. In

fact, mitochondrial p66Shc has been observed to associate to a high-

molecular-weight complex of about 670 kDa and to the mitochondrial

chaperon mtHsp70. Notably, treatment of cells with proapoptotic stimuli

such as UVC or H2O2 induces the dissociation of this complex and thus

the release of monomeric p66Shc free to react with cytochrome c (Orsini

et al., 2006).

Then, the oxidation of cysteine residues and the oligomerization state of

p66Shc have been reported to regulate its redox function within mitochon-

dria (Gertz, Fischer, Leipelt, Wolters, & Steegborn, 2009).

Finally, the total amount of p66Shc seems regulated by transcriptional

(Kim et al., 2012) and posttranslational mechanisms. In particular, the

half-life of p66Shc has been demonstrated to increase upon apoptotic stim-

ulation, notably in a p53-dependent way, thus linking the proapoptotic

activity of p66Shc to the p53 pathway (Trinei et al., 2002).

In fat cells, insulin induces serine 36-specific phosphorylation of p66Shc,

thus stimulating p66Shc ROS production, which, in turn, potentiates insu-

lin transduction signaling by inhibiting PTEN phosphatase (Berniakovich

et al., 2008). In particular, p66Shc suppresses expression of UCP1 on both

mRNA and protein levels in both newborn and adult mice. Therefore,

p66Shc behaves like an atypical signal transducer that tunes membrane

receptor signaling with the regulation of intracellular redox balance.
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As a consequence, p66Shc�/�mice have reduced body weight, due to

reduced fat mass of both white and brown adipose tissues (Berniakovich

et al., 2008; Tomilov et al., 2011).

Fat has a crucial role in the thermoregulation of mammals. It protects

from body heat loss (thermo-insulation) and generates heat for the mainte-

nance of body temperature when animals are exposed to cold (thermogen-

esis). Notably, p66Shc�/� mice were found to be more sensitive to cold

due to the reduced thermal insulation effect of fat pads (Giorgio et al., 2012).

Therefore, adaptation to cold as well as optimization of energy storage when

food is available, both altered in the lean p66Shc�/�mice, have been pro-

posed as possible evolutionary functions whose fitness pressure preserves the

p66Shc gene in mammals.

P66Shc represents a clear example of an antagonistic pleiotropic func-

tion, which generates both beneficial and detrimental phenomena in an

organism.
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Abstract

Hydrogen peroxide regulates intracellular signaling by oxidatively converting suscepti-
ble cysteine thiols to a modified state, which includes the formation of intermolecular
disulfides. This type of oxidative modification can occur within the cAMP- and cGMP-
dependent protein kinases often referred to as PKA and PKG, which have important
roles in regulating cardiac contractility and systemic blood pressure. Both kinases are
stimulated through conical pathways that elevate their respective cyclic nucleotides
leading to direct kinase stimulation. However, PKA and PKG can also be functionally
modulated independently of cyclic nucleotide stimulation through direct cysteine thiol
oxidation leading to intermolecular disulfide formation. In the case of PKG, the forma-
tion of an intermolecular disulfide between two parallel dimeric subunits leads to
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enhanced kinase affinity for substrate. For PKA, the formation of two intermolecular dis-
ulfides between antiparallel dimeric regulatory RI subunits increases the affinity of this
kinase for its binding partners, the A-kinase anchoring proteins, leading to increased PKA
localization to its substrates. In this chapter, we describe the methods for detecting
intermolecular disulfide-bound proteins and monitoring PKA and PKG oxidation within
biological samples.

1. INTRODUCTION

Protein posttranslational modifications govern the intracellular signaling

events required for physiological signaling. In this chapter, we focus on the

oxidative posttranslational modification of intermolecular disulfide bond for-

mation, describing a technique for detecting proteins that can undergo this

modification. 30–50-Cyclic adenosine monophosphate (cAMP)- and 30,50-
cyclic guanosine monophosphate (cGMP)-dependent protein kinase, known,

respectively, as PKA and PKG, are a particular focus as both of these kinases

play fundamental roles in the cardiovascular system. Both kinases can be reg-

ulated by hydrogen peroxide (H2O2)-mediated formation of intermolecular

disulfides, with this process being directly linked to physiological signaling

as well as potential pathological dysfunction.Here, we also describe the exper-

imental considerations that should be applied to the general study of protein

oxidation.

1.1. Intermolecular disulfide formation
Cellular processes are largely governed by dynamic protein–protein interac-

tions and posttranslational modifications that lead to an alteration in target

function. The cellular proteome consists of numerous proteins that can

undergo cysteine thiol oxidation—a process originally principally associated

with dysfunction and disease but now widely accepted as a physiological

process of cellular signaling (Burgoyne, Mongue-Din, Eaton, & Shah,

2012). Oxidants are generated as by-products of many cellular processes

including the electron transport chain and catalysis by the intracellular oxi-

dases but also in a regulated manner by being the primary signaling molecule

of the NADPH oxidases. The NADPH oxidases generate superoxide (O2
�)

that is readily dismutated to the more stable H2O2 form either spontaneously

or catalyzed by the enzyme superoxide dismutase (Cave et al., 2006; Leitch,

Yick, & Culotta, 2009). The modification of cysteine thiols (SH) by oxi-

dants such as H2O2 is a selective process that generally requires the target
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cysteine to be in the deprotonated thiolate anion form (S-). The reactivity of

a cysteine is governed by its local environment with neighboring amino

acids within the tertiary structure contributing to the cysteine’s overall

pKa value. Neighboring basic amino acids such as histidines and lysines

lower the pKa of adjacent cysteine residues, increasing their propensity to

undergo thiol oxidation. Reactive cysteine thiols can undergo a wide range

of different types of oxidative modification, depending on the environment

of the cysteine and type and quantity of oxidant present. Several reviews

have comprehensively covered the biochemical and physiological relevance

of various types of oxidative modification (Burgoyne, Oka, Ale-Agha, &

Eaton, 2013; Hill & Bhatnagar, 2012; Reddie &Carroll, 2008). In this chap-

ter, we focus on the study and detection of one specific type of oxidative

modification, namely, intermolecular disulfide bond formation. For inter-

molecular disulfide formation to occur between proteins, certain criteria

must be met; first, susceptible proteins must exist in very close proximity

with an adjacent cysteine on each protein being close enough (i.e., vicinal

thiols) to form a disulfide bond. In addition, at least one of the adjacent cys-

teines on each protein needs to be oxidant reactive (known as the

peroxidatic cysteine), forming a reversible modification that can then be

resolved by a proximal reduced cysteine (resolving cysteine) on the neigh-

boring protein to form an intermolecular disulfide. Several different oxidants

react with thiols to generate thiol-reducible intermediates that can undergo

transition reactions that yield intermolecular disulfide bonds as outlined in

Fig. 7.1. H2O2 gives rise to a sulfenic acid (Cys-SOH) intermediate, whereas

oxidized glutathione disulfide leads to potential glutathiolation (Cys-S-SG)

and S-nitrosothiol to potential S-nitrosylation (Cys-SNO) of the reactive

sensor cysteine. All of these modifications can be resolved by a proximal cys-

teine thiol on an adjacent protein generating either a covalent homo-

complex (disulfide between same protein molecules) or a covalent

heterocomplex (disulfide between different protein molecules). This struc-

tural modification can directly alter the activity or interactions of the oxida-

tively modified proteins, providing a mode for redox regulation of protein

function. Several targets of intermolecular disulfide bond formation have

been identified including PKG1a (Burgoyne et al., 2007), cAMP-

dependent protein kinase regulatory subunit 1 (PKARI; Brennan et al.,

2006), NF-kappa-B essential modulator (Herscovitch et al., 2008), the

C-terminal catalytic domain of receptor protein-tyrosine phosphatase alpha

(van der Wijk, Overvoorde, & den Hertog, 2004), KEAP1, and adenosine-

50-triphosphate (ATP) synthase (Fourquet, Guerois, Biard, & Toledano,
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2010; Wang et al., 2011). Intermolecular disulfides can be removed from

substrate proteins by thioredoxin (Trx). The reduced form of Trx directly

reduces target protein disulfides by disulfide exchange leading to Trx oxida-

tion. The disulfide oxidized form of Trx can then be catalyzed to the

reduced form by Trx reductase in an NADPH- and FAD-dependent reac-

tion. The reversibility of intermolecular disulfides by Trx allows a dynamic

equilibrium to exist between the targets oxidized and reduced state, which

can be shifted depending on the redox environment.

Here, we describe an adapted SDS-polyacrylamide gel electrophoresis

(SDS-PAGE) technique for detecting and identifying targets of inter-

molecular disulfide formation. This method termed diagonal SDS-PAGE

relies on the difference in migration of proteins on nonreducing SDS-PAGE

compared with under reducing conditions where the disulfide-bound com-

plexes are lost. The rational being proteins bound together by a disulfide will

run at a higher combined molecular weight when resolved under non-

reducing conditions, but when run in a second dimension on a reducing

gel, they will separate at their natural individual molecular weights, as shown

in Fig. 7.2. Therefore, any proteins that form part of a disulfide complex will

migrate off the diagonal plane of the SDS-PAGE gel when separated under

Figure 7.1 Schematic of processes required for intermolecular disulfide formation. For
intermolecular disulfide formation, an adjacent cysteine must be present in each pro-
tein with close enough proximity for bond formation. In addition, one of the cysteines
must contain a reactive thiol (shown here as the S-H in protein B) that can undergo oxi-
dation. The reactive cysteine can be oxidized to a sulfenic acid by H2O2, S-nitrosylated
by an S-nitrosothiol (SNO) or glutathiolated by oxidized disulfide glutathione (GSSG).
Each of these intermediates can then be rapidly resolved by the adjacent cysteine
(S-H in protein A) giving rise to an intermolecular disulfide bond.
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reducing conditions in the second dimension. Proteins that resolve from the

diagonal can be easily identified following gel staining, by being excised

from the gel and then analyzed by mass spectrometry.

1.2. Oxidation increases PKARIs’ affinity for its binding
partners

Cardiac contractility is controlled by dynamic changes in cardiac myocyte

intracellular cytosolic Ca2þ, which is highly regulated by the cAMP-

dependent PKA. When PKA is activated by elevated cAMP, it enhances

cytosolic Ca2þ concentration as well as the Ca2þ in and out of the sarcoplas-

mic reticulum (SR). The principal activator of PKA is the cyclic nucleotide

cAMP, which is synthesized in response to b-adrenergic receptor agonists
(adrenaline or noradrenaline) and released into the circulatory system by

sympathetic nerves. The b-adrenergic receptor agonists stimulate adenylate

cyclase via the stimulatory G-protein-coupled signaling pathway, which

converts ATP to cAMP (Rockman, Koch, Milano, & Lefkowitz, 1996).

The activation of PKA by b-adrenergic receptor agonists is a principal medi-

ator of the “flight-or-fight” response needed for rapid improvement in the

body’s ability to perform exercise involving elevated cardiac and skeletal

muscle output.

PKA consists of a tetramer comprising of two homodimeric catalytic and

two homodimeric regulatory subunits. Binding of cAMP to the regulatory

subunits stimulates disassociation of the catalytic subunits, which exposes

the active site allowing substrate phosphorylation. The ability of PKA to reg-

ulate cardiac contractility is through the coordinated phosphorylation of its

targets located primarily at the plasma membrane, SR, and myofilaments.

PKApotentiates intracellular cytosolicCa2þ during systole by phosphorylating

the L-type Ca2þ channel located in the T-tubular membrane (Bunemann,

Gerhardstein, Gao, & Hosey, 1999). Phosphorylation of the a1C subunit of

Figure 7.2 Diagonal gel SDS-PAGE. Proteins resolved under nonreducing conditions
will retain their oxidation status, and therefore, intermolecular disulfide-bound proteins
will run at a combined higher molecular weight. Once resolved, protein disulfides are
removed from proteins by incubating the excised lane in the reducing agent
2-mercaptoethanol. By resolving a second time under reducing conditions, the proteins
then resolve at their individual molecular weights. Once the gel has been stained with
colloidal Coomassie Blue, proteins that were once disulfide bound can be identified as
those that have migrated below the diagonal of the gel. The identity of these proteins
can be determined by excising them from the gel followed by mass spectrometry
analysis.
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the L-type Ca2þ at Ser-1928 and the b2 subunit at Ser-478 and Ser-479 by

PKA increases the channel open probability and therefore the influx of

Ca2þ. In addition, PKA further enhances intracellular cytosolic Ca2þ by

directly phosphorylating the ryanodine receptor on the SRat Ser-2808,which

increases the open probability and enhances its sensitivity to Ca2þ-induced
activation (Marx et al., 2000). EnhancedCa2þ flux through the SR is also reg-

ulated by PKA-dependent SERCA activation. Phosphorylation of the

SERCAaccessory protein phospholamban at Ser-16 byPKA relieves its inhib-

itory effect on SERCA activity (MacLennan & Kranias, 2003). Increased

SERCA activity enhances the reuptake of Ca2þ during diastole, thereby

enhancing myofilament relaxation and also enhancing the SR Ca2þ store, all-

owing to a larger release of Ca2þ during subsequent systole.

Excessive levels of intracellular cytosolic Ca2þ can be proarrhythmogenic

and therefore need to be dynamically regulated between systole and diastole.

PKA prevents Ca2þ overload by regulatingNa/KATPase by phosphorylating

its accessory protein phospholemman, which when phosphorylated at Ser-68

relieves its inhibitory effect onNa/KATPase activity (Despa, Tucker, & Bers,

2008; Shattock, 2009). This limits the rise in intracellular Naþ, helping main-

tain flux through the Naþ/Ca2þ exchanger by maintaining it in its forward

mode, whereby three Naþ enter the cell per Ca2þ ion extruded. The control

of cardiac contractility by PKA is also regulated at the myofilament level with

phosphorylation of bothmyosin-binding protein-C (MBP-C) and troponin I.

The phosphorylation of MBP-C by PKA accelerates myosin–actin cross-

bridge cycling (Previs, Beck Previs, Gulick, Robbins, & Warshaw, 2012;

Tong, Stelzer, Greaser, Powers, & Moss, 2008). Whereas phosphorylation

of tropinin I decreases its interaction with cardiac troponin C, thereby lower-

ing the affinity of the regulatory subunit of the troponin complex for Ca2þ

(Feng, Chen, Weinstein, & Jin, 2008; Fink et al., 2001). This decreases force

development, leading to accelerated myofilament relaxation, which enables

the heart to beat faster.

Aswell as regulating contractility, PKA can alsomediate blood vessel relax-

ation by phosphorylating many of the same targets in vascular smooth muscle

cells as PKG, including HSP20 (Komalavilas et al., 2008), RhoA (Murthy,

Zhou, Grider, & Makhlouf, 2003), PLN (Mundina-Weilenmann et al.,

2000), with some evidence for myosin phosphatase target subunit 1 also being

a substrate (Azam et al., 2007).

The regulatory I-alpha subunit of PKA (PKARI) was identified in a pro-

teomic screen for proteins that form intermolecular disulfide complexes

under oxidizing conditions (Brennan et al., 2004). This proteomic screen
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used diagonal SDS-PAGE comparing untreated myocytes and myocytes

treated with the disulfide-inducing compound diamide. The presence of

two disulfides in PKARI was first reported by Zick and Taylor (1982), with

Cys16 on each subunit binding to Cys37 on the other to form an antiparallel

disulfide-bound dimer. However, this structural modification was thought

to be constitutive as the concentration of the reducing agent dithiothreitol

required to reduce the disulfide bonds was exceptionally high at around

100 mM. This suggested that the disulfides were buried and not solvent

accessible. The disulfides were, however, not required for PKARI dimer-

ization as this complex is held together by virtue of an amphipathic leucine

zipper. These disulfides in PKARI that were originally thought to be con-

stitutive structural bonds were later discovered to be mostly absent in cardiac

tissue under basal conditions, but instead formed during oxidative stress

(Brennan et al., 2006). The oxidation state of PKARI was assessed in

myocytes treated with increasing concentrations of H2O2 by lysing into

sample buffer containing alkylating agent to prevent artificial air oxidation

of reactive cysteine residues. The cell lysates were then resolved under non-

reducing conditions (i.e., without dithiothreitol or mercaptoethanol) using

SDS-PAGE to preserve protein oxidation and then analyzed using Western

blotting with immunostaining for PKARI. Reduced PKARI monomer ran

at 50 kDa, but in myocytes treated with H2O2, there was a concentration-

dependent transition of PKARI from the monomer to the oxidized disulfide

dimer at �100 kDa. The high-molecular weight oxidized form of PKARI

was reduced to the monomeric form by mercaptoethanol, demonstrating

the complex was the result of intermolecular disulfide formation. The oxi-

dized form of PKARI correlated with elevated PKA substrate phosphoryla-

tion, suggesting oxidation increased the activity of this kinase. In addition,

oxidation of PKARI altered its localization leading to translocation from

the cytosol to the myofilament, the nucleus, and, to a small extent, the

membrane. The increase in PKA substrate phosphorylation and kinase

relocalization was consistent with PKARI oxidation increasing the affinity

for its binding partners, the A-kinase-anchoring proteins (AKAPs). This is

supported by the intermolecular disulfides in PKARI being located within

the AKAP interaction domain. Furthermore, studies have demonstrated that

the binding of D-AKAP to PKARI is significantly attenuated by mutation of

Cys16 or Cys37 to an alanine preventing disulfide formation (Sarma et al.,

2010). The relevance of increased interaction of PKA for its AKAPs goes

beyond just bringing PKA into closer proximity with its substrates as the
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presence of substrate itself was found to increase dissociation of the catalytic

and regulatory subunits (Vigil, Blumenthal, Taylor, & Trewhella, 2005).

The substrate-dependent activation of PKA appears to be confined to the

type I isoform and perhaps explains how oxidation likely increases PKA sub-

strate phosphorylation without elevation in cAMP.

In addition to H2O2, PKARI was also found to be oxidized by

nitrosocysteine (CysNO), a transnitrosylating agent that induces vasorelaxation

of aortic vessels independently of cAMP (Burgoyne & Eaton, 2009). There-

fore, PKARI oxidation by thiol-reactive forms of nitric oxide may play a role

in regulating blood pressure. The role of PKARI oxidation in regulatingmyo-

cardial contractility is yet to be fully elucidated and is hampered by the simul-

taneous overriding negatively inotropic activation of PKG1a by exogenous

oxidants.

1.3. Oxidative PKG1a activation
The conical activation of PKG1a by elevated cGMP is a key mediator of

blood pressure regulation, which is critical for maintaining health, with

hypertension increasing the risk of aortic aneurysms, peripheral artery dis-

ease, heart attacks, stroke, and kidney and heart failure (Germino, 2009).

The lowering of blood pressure by increased vascular smooth muscle cell

relaxation to generate vessel dilation is regulated by three major pathways.

First, sheer stress or the binding of vasodilatory ligands (such as acetylcholine

or bradykinin) to their respective ligands increases endothelial cell Ca2þ

uptake (Yetik-Anacak & Catravas, 2006). The cationic metal ion Ca2þ

directly stimulates nitric oxide synthase activity leading to elevated NO for-

mation. Gaseous NO readily diffuses into smoothmuscle cells where it binds

to and directly stimulates the activity of guanylate cyclase, increasing the

conversion of guanosine triphosphate to cGMP. The small cyclic nucleotide

cGMP is a direct activator of the kinase PKG, which phosphorylates several

targets, including the BKca channel (Fukao et al., 1999), IRAG, and RGS2

(Osei-Owusu, Sun, Drenan, Steinberg, & Blumer, 2007; Schlossmann et al.,

2000), to lower smooth muscle cell intracellular Ca2þ. In addition, PKG also

lowers smooth muscle Ca2þ sensitivity by phosphorylating the myosin-

binding subunit (MYPT1) of myosin light chain phosphatase, preventing

its inactivation by RhoA kinase. The dephosphorylation of myosin light

chain inhibits ATPase activity, leading to a reduction in cross-bridge cycling

(Wooldridge et al., 2004). The second signaling pathway involved in vascu-

lar smooth muscle cell relaxation is the activation of PKA by cAMP. This
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process is mediated by prostaglandins (such as PGE2) generated in endothe-

lial cells by cyclooxygenase that then diffuse into smooth muscle cells where

they stimulate adenylate cyclases ability to generate cAMP (Tanaka, Yamaki,

Koike, & Toro, 2004). Once PKA is activated by cAMP, it can induce

smooth muscle cell relaxation by phosphorylating many of the same sub-

strates known for PKG. The third pathway of vessel relaxation involves

the formation of a vasodilatory substance in endothelial cells known as

endothelial-derived hyperpolarizing factor (EDHF) that diffuses into

smooth muscle cells where it generates plasma membrane hyperpolarization,

inhibiting import of Ca2þ required for constriction (Garland, Hiley, &

Dora, 2011). The true identity of EDHF remains controversial with evi-

dence for several potential candidates including epoxyeicosatrienoic acids,

Kþ, and H2O2. Although the identity of EDHF has not been conclusively

determined, H2O2 at least constitutes part of this factor as the enzyme cat-

alase, which decomposes this oxidant, attenuates EDHF-mediated vessel

relaxation (Shimokawa, 2010). The ability of H2O2 to mediate the EDHF

effect is through its ability to directly oxidize PKG1a, leading to increased

catalytic activity. Oxidation of PKG1a generates a disulfide bond within the

N-terminus between two homodimeric subunits that directly activate the

kinase independently of cGMP by increasing its affinity for substrate

(Burgoyne et al., 2007). This process of PKG1a oxidation predominantly

occurs within small resistance vessels that control blood pressure rather than

in large conduit vessels (Burgoyne, Prysyazhna, Rudyk, & Eaton, 2012).

The ability of PKG1a to mediate the EDHF response is supported in human

coronary arterioles where H2O2 dilates these vessels by oxidizing PKG1a
leading to opening of smooth muscle BKCa channels (Zhang et al.,

2012). In addition, mice that express PKG1a with cysteine 42 converted

to a charge-conserved serine residue that cannot undergo disulfide activation

have a deficit in their EDHF response (Prysyazhna, Rudyk, & Eaton, 2012).

The oxidation of PKG1a explains at least in part how the EDHF response is

mediated but also represents a potentially important process mediated by

changes in cellular reducing/oxidant (redox) capacity.

In this chapter, we describe a technique for detecting PKG1a and

PKARI intermolecular disulfide formation using nonreducing SDS-PAGE.

The rational of this technique is that by lysing tissue or cells directly into an

alkylating buffer, the redox state of the protein is preserved and stabilized by

chemically blocking reduced cysteine thiols to prevent their artificial air oxi-

dation during preparation. These samples can then be analyzed for PKG1a
or PKARI oxidation by resolving on nonreducing SDS-PAGE, preventing

loss of protein oxidation that would occur under reducing conditions.
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2. EXPERIMENTAL CONSIDERATIONS AND PROCEDURES

2.1. Preparation of tissue and cell lysates
Samples being assessed for interdisulfide bond redox status using non-

reducing SDS-PAGE gels should be rapidly prepared in alkylating buffer

to prevent artificial protein oxidation and stabilize oxidative modifications

by preventing transfer reactions.

To analyze intermolecular disulfide formation in cultured cells, the cells

should be first rinsed in phosphate-buffered saline (PBS) before being lysed

directly into 1� nonreducing alkylating sample buffer (50 mM Tris–HCl

buffer pH 6.8, 2% SDS, 10% glycerol, 0.005% bromophenol blue, and

100 mM maleimide). Rinsing in PBS will remove any residual fetal calf

serum that may interfere with subsequent immunostaining. The quantity

of cells used in each experiment should be varied depending on the cell type

and experimental protocol such that there is sufficient protein to be visual-

ized on a diagonal SDS-PAGE gel or for immunodetection of PKARI or

PKG1a oxidation.

For analyzing intermolecular disulfide formation in tissue, excised tissue

or organs that are not ex vivo perfused should be rinsed briefly in Krebs solu-

tion (6.93 g of NaCl, 0.35 g of KCl, 0.16 g of KH2PO4, 2.1 g of NaHCO3,

0.30 g of MgSO4, and 2 g of glucose made up to 800 ml with deionized

H2O, bubbled with 5% CO2/95% O2 for 10–15 min before addition of

0.21 g of CaCl2, and then made up to 1 l with deionized H2O, followed

by filtration through a 5 mM filter membrane into a conical flask) to remove

excess blood, before being snap frozen in liquid nitrogen to preserve samples

until analysis.

For analysis, tissue/organs should be homogenized on ice using a

Polytron-type hand-held homogenizer or an alternative rapid tissue homog-

enization buffer procedure (100 mM Tris–HCl pH 7.4, protease inhibitors,

and 100 mMmaleimide) to yield a 10% (weight/volume) homogenate. The

required amount of homogenate can be added to an equal volume of 2�
nonreducing alkylating sample buffer for SDS-PAGE analysis with the

remaining homogenate being snap frozen in liquid nitrogen and stored

for future analysis.

2.2. Diagonal SDS-PAGE to detect disulfide-bound
complexes

The detection of proteins that can form intermolecular covalently bound

disulfide complexes can be identified using diagonal gel electrophoresis as
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shown in Fig. 7.2. This technique relies on the efficient removal of disulfides

through reduction by reducing agents such as DTT or 2-mercaptoethanol.

First, samples are run under nonreducing conditions so that disulfide com-

plexes are maintained and resolved at their combined molecular weight.

Taking these resolved proteins (by excising the entire lane they were

resolved in, as shown in Fig. 7.2) and separating in a second dimension

on a fresh SDS-PAGE gel under reducing conditions (breaking the dis-

ulfides) enables the proteins to run at their individual weights. Conse-

quently, these proteins will run off the diagonal of the gel and can be

visualized by total protein staining (e.g., Coomassie Blue) and then identi-

fied by excising the band and analysis by mass spectrometry. The treatment

of tissues or cells with diamide (100–1000 mM for 10 min) is an effective way

to induce intermolecular disulfide formation and can serve as a useful way to

identify susceptible proteins.

When comparing samples prepared, as stated above in Section 2.1, they

should be resolved within separate lanes on an SDS-PAGE gel in the absence

of any reducing agent, typically on a higher percentage (12.5–15%) or gra-

dient gel to maximize protein coverage. Typically, our SDS-PAGE gels are

cast within a 15�10.6�5.3 cm gel cassette (Bio-Rad, Criterion gel cas-

settes) or an equivalent commercial system. Once the gel has fully resolved,

the lanes containing each sample should be carefully excised using a scalpel

bade and then submerged for 10 min in reducing sample buffer containing

2-mercaptoethanol (50 mM Tris–HCl buffer pH 6.8, 2% SDS, 10% glycerol,

0.005% bromophenol blue, and 5% mercaptoethanol). The mercaptoethanol

will reduce protein disulfides, thus breaking disulfide-bound complexes into

their monomeric units. Once soaked in reducing sample buffer, the gel strips

can then be carefully placed into a large well (designed for immobilized

pH gradient (IPG) strips) on individual 15�10.6�5.3 cm IPGþ1-well

SDS-PAGE gels (Bio-Rad). The IPGþ1-well SDS-PAGE gels should be

assembled within the gel apparatus and submerged in running buffer after

the gel strips have been firmly placed into the large wells. The surface of

the gels should then be covered in a layer of reducing sample buffer. The

single small well on each gel can be loaded with protein standards allowing

the molecular weights of proteins to be determined after electrophoretic sep-

aration. Once the samples have been resolved, the gel can be stained in col-

loidal Coomassie Blue (100 g of ammonium sulfate, 200 ml ethanol, 30 ml

ortho-phosphoric acid in 980 ml of H2O2 and then add 20 ml of 5%

Coomassie Blue G-250). Directly before use, the colloidal Coomassie is
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shaken to generate a homogeneous solution. 40 ml of this then is mixed with

10 ml of methanol, using this to stain the gel overnight, with destaining

using repeated rinsing with deionized water the following day. The gels

should be destained until there is good contrast between the protein bands

and background staining. Over-destaining can lead to loss of protein staining;

however, if this occurs, gels can be restained again overnight. Novel differ-

ences in the presence or intensity of stained proteins resolved below the diag-

onal of each sample can be visualized using a light box. These proteins can

then be excised using a sterile scalpel blade and analyzed by mass spectrom-

etry to determine their identity. Proteins identified using the diagonal SDS-

PAGE technique can have their ability to form a disulfide complex verified

using the procedure outlined in the following section.

2.3. Nonreducing SDS-PAGE to detect PKG1a and PKARI
disulfide dimers

Proteins identified using diagonal SDS-PAGE can be verified and analyzed

using nonreducing SDS-PAGE. In this section, we describe how this method

can be applied to the analysis of PKARI andPKG1a oxidation in cultured cells
treated in vitro or in tissue from animals that have undergone an intervention.

For example, cultured cells treated with either H2O2 (50–1000 mM for

10 min) or diamide (50–1000 mM for 10 min) will effectively induce inter-

molecular disulfide formation, and is a useful strategy to assess if a candidate

protein is susceptible to forming a disulfide-bound complex. After a treatment

or intervention, cells or animal tissue should be processed as described in

Section 2.1 before being analyzed as described below.

Prepare standard SDS-PAGE gels (8% is suitable for analyzing PKARI

and PKG1a oxidation) and fix into the gel apparatus and submerge in run-

ning buffer. Load prepared samples, resolve under nonreducing conditions,

and then transfer proteins to polyvinylidene fluoride membranes using stan-

dardWestern blotting techniques. Themembrane should then be blocked in

5% milk in PBSþ0.1% Tween (PBS-T) overnight at 4 �C or 10% milk in

PBS-T for�1 h at room temperature. Once blocked, the membrane can be

immunostained for PKARI, PKG1a, or other protein of interest using stan-
dard procedures. For example, when immunostaining blots for PKARI or

PKG1a, incubation with primary antibody for 1 h at 1:1000 in 5%

milkþPBS-T is sufficient. The incubation time with primary antibody

should be increased if protein sample concentration is low, or optimized

when probing for a newly identified candidate protein. After incubation
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with primary antibody, blots should be fully submerged and washed for 1 h

in PBS-T by replacing the buffer every 15 min. This is then followed by 1-h

incubation in the appropriate secondary antibody at 1:1000 in 5%

milkþPBS-T and then another 1 h of washing as previously described.

After washing (which can be increased if there is high background), blots

can be analyzed by adding enhanced chemiluminescence (ECL), fixing into

a film cassette between a plastic A4 sheet protector and then developing

using ECL film and a film developer.

When immunostaining for PKARI, PKG1a, or protein of interest, it is

important that the antibody is able to recognize both the reduced and oxi-

dized disulfide-bound form of the protein. Often, this will require screening

several antibodies for their suitability, as some have selective affinity for one

redox state over the other. For PKARI, the antibody from BDTransduction

labs (610165) and, for PKG1a, the antibody from Santa Cruz (sc-10338)

both effectively recognize both the reduced and the oxidized forms.

2.4. Data processing for determining percentage disulfide
dimer formation

The extent of protein disulfide dimer formation for PKAR1, PKG1a, or
protein of interest can be determined by measuring the relative intensity

of monomeric and disulfide-bound protein on immunostained blots as shown

in Fig. 7.3. Once immunoblots have been developed, the ECL film can be

digitized using a conventional scanner and then analyzed using commer-

cial software designed for Western blot analysis. The % disulfide-bound

dimer¼ (intensity of the high-molecular-weight dimeric protein band/the

sum of the intensity of both themonomeric and dimeric protein bands)�100.

3. SUMMARY

Oxidants, such as H2O2, mediate physiological as well as pathological

signaling by altering protein function via induction of posttranslational oxi-

dative modifications, including intermolecular disulfide bonds. By using

diagonal gel electrophoresis, proteins that form intermolecular disulfide-

bound complexes can be identified within complex protein mixtures. Such

proteins, which include PKARI and PKG1a, can subsequently be verified

and quantitatively analyzed using nonreducing SDS-PAGE with Western

immunoblotting, allowing the role of their oxidation to be determined dur-

ing physiological and pathological signaling.

124 Joseph R. Burgoyne and Philip Eaton



ACKNOWLEDGMENTS
We would like to acknowledge support from the Medical Research Council, the British

Heart Foundation, the Leducq Foundation, and the Department of Health via the NIHR

cBRC award to Guy’s & St Thomas’ NHS Foundation Trust. Also J. R. B. is supported

by a Sir Henry Wellcome postdoctoral fellowship from The Wellcome Trust (sponsor

reference 085483/Z/08/Z).

REFERENCES
Azam, M. A., Yoshioka, K., Ohkura, S., Takuwa, N., Sugimoto, N., Sato, K., et al. (2007).

Ca2þ-independent, inhibitory effects of cyclic adenosine 50-monophosphate on Ca2þ

regulation of phosphoinositide 3-kinase C2alpha, Rho, and myosin phosphatase in vas-
cular smooth muscle. The Journal of Pharmacology and Experimental Therapeutics, 320(2),
907–916.

Brennan, J. P., Bardswell, S. C., Burgoyne, J. R., Fuller, W., Schroder, E., Wait, R., et al.
(2006). Oxidant-induced activation of type I protein kinase A is mediated by RI subunit
interprotein disulfide bond formation. The Journal of Biological Chemistry, 281(31),
21827–21836.

Brennan, J. P., Wait, R., Begum, S., Bell, J. R., Dunn, M. J., & Eaton, P. (2004). Detection
and mapping of widespread intermolecular protein disulfide formation during cardiac
oxidative stress using proteomics with diagonal electrophoresis. The Journal of Biological
Chemistry, 279(40), 41352–41360.

Bunemann, M., Gerhardstein, B. L., Gao, T., & Hosey, M.M. (1999). Functional regulation
of L-type calcium channels via protein kinase A-mediated phosphorylation of the beta(2)
subunit. The Journal of Biological Chemistry, 274(48), 33851–33854.

Figure 7.3 Analysis of PKG1a oxidation in H2O2 Langendorff-perfused rat hearts. Rat
hearts perfused with Krebs buffer alone or Krebs buffer containing H2O2 for 10 min were
snap frozen in liquid nitrogen and then analyzed for PKG1a oxidation using non-
reducing SDS-PAGE. The% disulfide-bound dimeric PKG1awas determined after immu-
noblotting by measuring band intensities. The % disulfide bound¼ (intensity of dimeric
PKG1a/the sum of the intensity of both monomeric and dimeric PKG1a)�100. In hearts
perfused with Krebs buffer alone, PKG1a is mostly reduced but becomes oxidized to the
intermolecular disulfide dimeric form in those perfused with H2O2.

125Detecting Disulfide-Bound Complexes

http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0005
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0005
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0005
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0005
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0005
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0005
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0005
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0010
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0010
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0010
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0010
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0015
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0015
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0015
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0015
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0020
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0020
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0020


Burgoyne, J. R., & Eaton, P. (2009). Transnitrosylating nitric oxide species directly acti-
vate type I protein kinase A, providing a novel adenylate cyclase-independent cross-
talk to beta-adrenergic-like signaling. The Journal of Biological Chemistry, 284(43),
29260–29268.

Burgoyne, J. R., Madhani, M., Cuello, F., Charles, R. L., Brennan, J. P., Schroder, E., et al.
(2007). Cysteine redox sensor in PKGIa enables oxidant-induced activation. Science,
317(5843), 1393–1397.

Burgoyne, J. R., Mongue-Din, H., Eaton, P., & Shah, A. M. (2012). Redox signaling in
cardiac physiology and pathology. Circulation Research, 111(8), 1091–1106.

Burgoyne, J. R., Oka, S. I., Ale-Agha, N., & Eaton, P. (2013). Hydrogen peroxide sensing
and signaling by protein kinases in the cardiovascular system. Antioxidants & Redox
Signaling, 18, 1042–1052.

Burgoyne, J. R., Prysyazhna, O., Rudyk, O., & Eaton, P. (2012). cGMP-dependent acti-
vation of protein kinase G precludes disulfide activation: Implications for blood pressure
control. Hypertension, 60(5), 1301–1308.

Cave, A. C., Brewer, A. C., Narayanapanicker, A., Ray, R., Grieve, D. J., Walker, S., et al.
(2006). NADPH oxidases in cardiovascular health and disease. Antioxidants & Redox
Signaling, 8(5–6), 691–728.

Despa, S., Tucker, A. L., & Bers, D. M. (2008). Phospholemman-mediated activation of
Na/K-ATPase limits [Na]i and inotropic state during beta-adrenergic stimulation in
mouse ventricular myocytes. Circulation, 117(14), 1849–1855.

Feng, H. Z., Chen, M., Weinstein, L. S., & Jin, J. P. (2008). Removal of the N-terminal
extension of cardiac troponin I as a functional compensation for impaired myocardial
beta-adrenergic signaling. The Journal of Biological Chemistry, 283(48), 33384–33393.

Fink, M. A., Zakhary, D. R., Mackey, J. A., Desnoyer, R. W., Apperson-Hansen, C.,
Damron, D. S., et al. (2001). AKAP-mediated targeting of protein kinase a regulates con-
tractility in cardiac myocytes. Circulation Research, 88(3), 291–297.

Fourquet, S., Guerois, R., Biard, D., & Toledano, M. B. (2010). Activation of NRF2 by
nitrosative agents and H2O2 involves KEAP1 disulfide formation. The Journal of Biological
Chemistry, 285(11), 8463–8471.

Fukao, M., Mason, H. S., Britton, F. C., Kenyon, J. L., Horowitz, B., & Keef, K. D. (1999).
Cyclic GMP-dependent protein kinase activates cloned BKCa channels expressed in
mammalian cells by direct phosphorylation at serine 1072. The Journal of Biological
Chemistry, 274(16), 10927–10935.

Garland, C. J., Hiley, C. R., & Dora, K. A. (2011). EDHF: Spreading the influence of the
endothelium. British Journal of Pharmacology, 164(3), 839–852.

Germino, F. W. (2009). The management and treatment of hypertension. Clinical
Cornerstone, 9(Suppl. 3), S27–S33.

Herscovitch, M., Comb, W., Ennis, T., Coleman, K., Yong, S., Armstead, B., et al. (2008).
Intermolecular disulfide bond formation in the NEMO dimer requires Cys54 and
Cys347. Biochemical and Biophysical Research Communications, 367(1), 103–108.

Hill, B. G., & Bhatnagar, A. (2012). Protein S-glutathiolation: Redox-sensitive regulation of
protein function. Journal of Molecular and Cellular Cardiology, 52(3), 559–567.

Komalavilas, P., Penn, R. B., Flynn, C. R., Thresher, J., Lopes, L. B., Furnish, E. J., et al.
(2008). The small heat shock-related protein, HSP20, is a cAMP-dependent protein
kinase substrate that is involved in airway smooth muscle relaxation. American Journal
of Physiology. Lung Cellular and Molecular Physiology, 294(1), L69–L78.

Leitch, J. M., Yick, P. J., & Culotta, V. C. (2009). The right to choose: Multiple pathways for
activating copper, zinc superoxide dismutase. The Journal of Biological Chemistry, 284(37),
24679–24683.

MacLennan, D. H., & Kranias, E. G. (2003). Phospholamban: A crucial regulator of cardiac
contractility. Nature Reviews. Molecular Cell Biology, 4(7), 566–577.

126 Joseph R. Burgoyne and Philip Eaton

http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0025
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0025
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0025
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0025
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0030
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0030
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0030
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0035
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0035
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0040
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0040
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0040
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0045
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0045
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0045
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0050
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0050
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0050
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0055
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0055
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0055
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0060
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0060
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0060
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0065
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0065
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0065
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0070
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0070
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0070
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0070
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0070
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0075
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0075
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0075
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0075
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0080
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0080
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0085
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0085
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0090
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0090
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0090
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0095
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0095
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0100
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0100
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0100
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0100
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0105
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0105
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0105
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0110
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0110


Marx, S. O., Reiken, S., Hisamatsu, Y., Jayaraman, T., Burkhoff, D., Rosemblit, N., et al.
(2000). PKA phosphorylation dissociates FKBP12.6 from the calcium release channel
(ryanodine receptor): Defective regulation in failing hearts. Cell, 101(4), 365–376.

Mundina-Weilenmann, C., Vittone, L., Rinaldi, G., Said, M., de Cingolani, G. C., &
Mattiazzi, A. (2000). Endoplasmic reticulum contribution to the relaxant effect of
cGMP- and cAMP-elevating agents in feline aorta. American Journal of Physiology. Heart
and Circulatory Physiology, 278(6), H1856–H1865.

Murthy, K. S., Zhou, H., Grider, J. R., & Makhlouf, G. M. (2003). Inhibition of sustained
smooth muscle contraction by PKA and PKG preferentially mediated by phosphoryla-
tion of RhoA. American Journal of Physiology. Gastrointestinal and Liver Physiology, 284(6),
G1006–G1016.

Osei-Owusu, P., Sun, X., Drenan, R. M., Steinberg, T. H., & Blumer, K. J. (2007). Reg-
ulation of RGS2 and second messenger signaling in vascular smooth muscle cells by
cGMP-dependent protein kinase. The Journal of Biological Chemistry, 282(43),
31656–31665.

Previs, M. J., Beck Previs, S., Gulick, J., Robbins, J., & Warshaw, D. M. (2012). Molecular
mechanics of cardiac myosin-binding protein C in native thick filaments. Science,
337(6099), 1215–1218.

Prysyazhna, O., Rudyk, O., & Eaton, P. (2012). Single atom substitution in mouse protein
kinaseG eliminates oxidant sensing to cause hypertension.NatureMedicine, 18(2), 286–290.

Reddie, K. G., & Carroll, K. S. (2008). Expanding the functional diversity of proteins
through cysteine oxidation. Current Opinion in Chemical Biology, 12(6), 746–754.

Rockman, H. A., Koch, W. J., Milano, C. A., & Lefkowitz, R. J. (1996). Myocardial beta-
adrenergic receptor signaling in vivo: Insights from transgenic mice. Journal of Molecular
Medicine (Berlin), 74(9), 489–495.

Sarma, G. N., Kinderman, F. S., Kim, C., von Daake, S., Chen, L., Wang, B. C., et al.
(2010). Structure of D-AKAP2:PKA RI complex: Insights into AKAP specificity and
selectivity. Structure, 18(2), 155–166.

Schlossmann, J., Ammendola, A., Ashman, K., Zong, X., Huber, A., Neubauer, G., et al.
(2000). Regulation of intracellular calcium by a signalling complex of IRAG, IP3 recep-
tor and cGMP kinase Ibeta. Nature, 404(6774), 197–201.

Shattock, M. J. (2009). Phospholemman: Its role in normal cardiac physiology and potential
as a druggable target in disease. Current Opinion in Pharmacology, 9(2), 160–166.

Shimokawa, H. (2010). Hydrogen peroxide as an endothelium-derived hyperpolarizing
factor. Pflugers Archiv: European Journal of Physiology, 459(6), 915–922.

Tanaka, Y., Yamaki, F., Koike, K., & Toro, L. (2004). New insights into the intracellular
mechanisms by which PGI2 analogues elicit vascular relaxation: Cyclic AMP-
independent, Gs-protein mediated-activation of MaxiK channel. Current Medicinal
Chemistry. Cardiovascular and Hematological Agents, 2(3), 257–265.

Tong, C.W., Stelzer, J. E., Greaser, M. L., Powers, P. A., &Moss, R. L. (2008). Acceleration
of crossbridge kinetics by protein kinase A phosphorylation of cardiac myosin binding
protein C modulates cardiac function. Circulation Research, 103(9), 974–982.

van der Wijk, T., Overvoorde, J., & den Hertog, J. (2004). H2O2-induced intermolecular
disulfide bond formation between receptor protein-tyrosine phosphatases. The Journal of
Biological Chemistry, 279(43), 44355–44361.

Vigil, D., Blumenthal, D. K., Taylor, S. S., & Trewhella, J. (2005). The conformationally
dynamic C helix of the RIalpha subunit of protein kinase A mediates isoform-specific
domain reorganization upon C subunit binding. The Journal of Biological Chemistry,
280(42), 35521–35527.

Wang, S. B., Foster, D. B., Rucker, J., O’Rourke, B., Kass, D. A., & Van Eyk, J. E. (2011).
Redox regulation of mitochondrial ATP synthase: Implications for cardiac
resynchronization therapy. Circulation Research, 109(7), 750–757.

127Detecting Disulfide-Bound Complexes

http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0115
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0115
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0115
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0120
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0120
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0120
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0120
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0125
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0125
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0125
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0125
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0130
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0130
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0130
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0130
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0135
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0135
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0135
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0140
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0140
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0145
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0145
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0150
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0150
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0150
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0155
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0155
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0155
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0160
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0160
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0160
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0165
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0165
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0170
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0170
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0175
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0175
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0175
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0175
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0180
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0180
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0180
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0185
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0185
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0185
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0185
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0185
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0190
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0190
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0190
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0190
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0195
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0195
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0195


Wooldridge, A. A., MacDonald, J. A., Erdodi, F., Ma, C., Borman, M. A., Hartshorne, D. J.,
et al. (2004). Smooth muscle phosphatase is regulated in vivo by exclusion of phosphor-
ylation of threonine 696 of MYPT1 by phosphorylation of Serine 695 in response to
cyclic nucleotides. The Journal of Biological Chemistry, 279(33), 34496–34504.

Yetik-Anacak, G., & Catravas, J. D. (2006). Nitric oxide and the endothelium: History and
impact on cardiovascular disease. Vascular Pharmacology, 45(5), 268–276.

Zhang, D. X., Borbouse, L., Gebremedhin, D., Mendoza, S. A., Zinkevich, N. S., Li, R.,
et al. (2012). H2O2-induced dilation in human coronary arterioles: Role of protein
kinase G dimerization and large-conductance Ca2þ-activated Kþ channel activation.
Circulation Research, 110(3), 471–480.

Zick, S. K., & Taylor, S. S. (1982). Interchain disulfide bonding in the regulatory subunit of
cAMP-dependent protein kinase I. The Journal of Biological Chemistry, 257(5),
2287–2293.

128 Joseph R. Burgoyne and Philip Eaton

http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0200
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0200
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0200
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0200
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0205
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0205
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0210
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0210
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0210
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0210
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0210
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0210
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0210
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0210
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0215
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0215
http://refhub.elsevier.com/B978-0-12-405881-1.00007-0/rf0215


CHAPTER EIGHT

Redox Regulation of Protein
Tyrosine Phosphatases: Methods
for Kinetic Analysis of Covalent
Enzyme Inactivation
Zachary D. Parsons*, Kent S. Gates*,†,1
*Department of Chemistry, University of Missouri, Columbia, Missouri, USA
†Department of Biochemistry, University of Missouri, Columbia, Missouri, USA
1Corresponding author: e-mail address: gatesk@missouri.edu

Contents

1. Introduction 130
2. Rate Expressions Describing Covalent Enzyme Inactivation 133
3. Ensuring That the Enzyme Activity Assay Accurately Reflects the Amount

of Active Enzyme 134
3.1 Ensuring a linear response in Y as a function of [Eact] 135
3.2 Some causes of nonlinearity in instrument response and associated remedies 137
3.3 Other potential sources of error in PTP assays 138

4. Assays for Time-Dependent Inactivation of PTPs 139
4.1 General assay design considerations for a discontinuous “time-point” assay

measuring time-dependent enzyme inactivation 139
4.2 Inactivation of PTP1B by hydrogen peroxide 141

5. Analysis of the Kinetic Data 142
5.1 “Traditional” linear analysis 143
5.2 Nonlinear curve-fitting regression analysis 147

6. Obtaining an Inactivation Rate Constant from the Data 150
7. Summary 152
References 152

Abstract

Phosphorylation of tyrosine residues is an important posttranslational modification that
modulates the function of proteins involved in many important cell signaling pathways.
Protein tyrosine kinases and protein tyrosine phosphatases (PTPs) work in tandem
to control the phosphorylation status of target proteins. Not surprisingly, the activity
of some PTPs is regulated as part of the endogenous cellular mechanisms for controlling
the intensity and duration of responses to various stimuli. One important mechanism
for the regulation of PTPs involves endogenous production of hydrogen peroxide
(H2O2) that inactivates enzymes via covalent modification of an active site cysteine
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thiolate group. Other endogenous metabolites and xenobiotics that inactivate PTPs via
covalent mechanisms also have the potential to modulate signal transduction pathways
and may possess either therapeutic or toxic properties. This chapter discusses methods
for quantitative kinetic analysis of covalent inactivation of PTPs by small molecules.

1. INTRODUCTION

Phosphorylation of tyrosine residues is an important posttranslational

modification that modulates the function of proteins involved inmany impor-

tant cell signaling pathways (Hunter, 2000; Lemmon & Schlessinger, 2010;

Tarrant & Cole, 2009; Tonks, 2006). The phosphorylation status of proteins

that are regulated in thismanner is controlled by the balanced action of protein

tyrosine kinases (PTKs) that add a phosphoryl group to the hydroxyl group of

a target tyrosine side chain and protein tyrosine phosphatases (PTPs) that

catalyze hydrolytic removal of the phosphoryl group (Hunter, 2000;

Lemmon & Schlessinger, 2010; Tarrant & Cole, 2009; Tonks, 2006). It has

long been known that the cellular activity of PTKs is tightly regulated

(Lemmon & Schlessinger, 2010) and there is growing recognition that the

activity of PTPs can also be regulated as part of the cellular mechanisms for

controlling the intensity and duration of response to a given stimulus (den

Hertog, Groen, & van der Wijk, 2005; Östman, Frijhoff, Sandin, &

Böhmer, 2011; Tonks, 2006). One important mechanism for the regulation

of PTP activity involves generation of endogenous hydrogen peroxide

(H2O2) by the highly controlled activation of NADPH oxidase (Nox)

enzymes (Lambeth, 2004; Lambeth, Kawahara, & Diebold, 2007; Ushio-

Fukai, 2006) in response to growth factors, hormones, and cytokines such

as platelet-derived growth factor, epidermal growth factor, VEGF, insulin,

tumor necrosis factor-a, and interleukin-1b (Dickinson & Chang, 2011;

Rhee, 2006; Tonks, 2006; Truong & Carroll, 2012). Inactivation of purified

PTPs in vitro by hydrogen peroxide proceeds via oxidation of the catalytic cys-

teine thiolate residue (Scheme 8.1; Denu & Tanner, 1998; Hecht & Zick,

1992; Heffetz, Bushkin, Dror, & Zick, 1990; Lee, Kwon, Kim, & Rhee,

1998; Tanner, Parson, Cummings, Zhou, & Gates, 2011). Despite the high

sequence and structural homology of the catalytic subunits of classical PTPs

(Barr et al., 2009), the oxidized forms of different family members have

the potential to adopt significantly different structures, with the active site cys-

teine residue existing as either a sulfenic acid, disulfide, or sulfenyl amide

(Scheme 8.1; Tanner et al., 2011). Reaction of the oxidized enzymes with
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low molecular weight or protein thiols leads to regeneration of the catalyti-

cally-active enzymes (Denu & Tanner, 1998; Parsons & Gates, 2013;

Sivaramakrishnan, Cummings, & Gates, 2010; Sivaramakrishnan,

Keerthi, & Gates, 2005; Tanner et al., 2011; Zhou et al., 2011).

The chemical and biochemical mechanisms underlying H2O2-

dependent inactivation of PTPs in cells are not yet well understood. For

example, the inactivation of intracellular PTPs during signaling events

depends upon H2O2 and occurs rapidly (5–15 min; Lee et al., 1998;

Mahedev, Zilbering, Zhu, & Goldstein, 2001; Meng, Buckley, Galic,

Tiganis, & Tonks, 2004). However, the rate constants measured for

inactivation of purified PTPs by H2O2 in vitro are modest (e.g.,

10–40 M�1 s�1 for PTP1B; Denu&Tanner, 1998; Zhou et al., 2011).With

rate constants in this range, the loss of PTP activity is anticipated to be rather

sluggish at the low cellular concentrations of H2O2 expected to be present

during signaling events (t1/2¼5–200 h at steady-state H2O2 levels of

0.1–1 mM; Stone, 2006; Winterbourn, 2008). This kinetic discrepancy

suggests that some unknown chemical or biochemical mechanism(s) in cells

potentiates the ability of H2O2 to inactivate PTPs. Colocalization of PTP1B

and Nox4 on the surface of the endoplasmic reticulum has been offered as a

potential means for rapid and selective inactivation of this PTP during insulin

signaling (Chen, Kirber, Yang, & Keaney, 2008). Others have provided

evidence that localized inactivation of the peroxide-destroying enzyme,
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peroxiredoxin, during cell signaling events may yield regions of high perox-

ide concentration that can drive rapid inactivation of PTPs in these locales

(Woo et al., 2010). Alternatively, or in addition,H2O2may be spontaneously

or enzymatically converted to a more reactive species that rapidly inactivates

PTPs. For example, hydrogen peroxide has the potential to be converted to

peroxymonophosphate or acyl peroxides capable of extremely rapid PTP

inactivation (Bhattacharya, LaButti, Seiner, & Gates, 2008; LaButti,

Chowdhury,Reilly, &Gates, 2007; LaButti &Gates, 2009). The conversion

of H2O2 into peroxymonophosphate or acylperoxides would presumably

require enzymatic assistance. The biological carbonate/bicarbonate buffer

has been shown to potentiate the ability of H2O2 to inactivate PTPs

(Zhou et al., 2011). This involves the spontaneous conversion of H2O2 to

peroxymonocarbonate and seems likely to occur in the intracellular environ-

ment (Zhou et al., 2011). H2O2 can also react with lipids to generate lipid

peroxides and, ultimately, decomposition products such as acrolein, trans-

2-nonenal, and 4-hydroxynonenal (Conrad et al., 2010; Glascow et al.,

1997; Seiner & Gates, 2007). Acrolein has been shown to inactivate purified

PTP1B with an apparent second-order rate constant of (kinact/KI) of

87 M�1 s�1 (Seiner & Gates, 2007). Lipid peroxides, trans-2-nonenal, and

4-hydroxynonenal have been shown to inhibit PTP activity, although no

rate or inhibition constants have been measured (Conrad et al., 2010;

Glascow et al., 1997; Hernandez-Hernandez et al., 2005; Rinna &

Forman, 2008). Along these lines, the only alkyl peroxide for which PTP

inactivation rates have been measured is 2-hydroperoxytetrahydrofuran,

shown to inactivate PTP1B with a rate constant of approximately

20 M�1 s�1 (Bhattacharya et al., 2008).

All of the potential mechanisms described above for the endogenous reg-

ulation of PTPs involve covalent enzymemodification. Furthermore, xeno-

biotics that inactivate PTPs via covalent mechanisms also have the potential

to modulate signal transduction and may possess either therapeutic or toxic

properties. Accurate measurement of the rate constants for chemical reac-

tions leading to inactivation of PTPs by endogenous small molecules and

xenobiotics is an important part of assessing their potential involvement

in biological processes. For example, published rate constants allow the

scientific community to estimate how quickly a given concentration of

the agent will inactivate the protein. Covalent enzyme inactivation and

reversible inhibition are fundamentally different processes, monitored and

quantified by different means. The “on” rates for non-covalent binding of

a reversible inhibitor to the enzyme are typically quite large (in the range
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of 1�106 M�1 s�1), and as a result, reversible enzyme inhibition usually

can be observed almost immediately upon mixing of enzyme with inhibitor

(within seconds or less, Pargellis et al., 1994; an exception to this rule is slow,

tight-binding inhibitors, Merkler, Brenowitz, & Schramm, 1990). In

contrast, the chemical reactions involved in the covalent modification

of enzymes by irreversible enzyme inactivators are usually relatively slow.

Thus, covalent enzyme inactivation is often described as a “time-dependent”

process, and the assays used to quantitatively determine the kinetic constants

associated with covalent enzyme modification involve measuring the loss of

enzyme activity over the course of minutes or hours. Here, we describe the

concepts and methods underlying quantitative kinetic analysis of the cova-

lent inactivation of PTPs by small molecules.

2. RATE EXPRESSIONS DESCRIBING COVALENT ENZYME
INACTIVATION

In the case where an agent inactivates an enzyme by covalent modi-

fication without prior noncovalent association, the process may be described

by the rate expression:

Rateof inactivation¼�d Eact½ �
dt

¼ kobs I½ � Eact½ �,

where [I ] and [Eact] are the concentrations of inactivator and active enzyme,

respectively, and kobs is the observed rate constant of interest (being second

order, as shown). If the concentration of inactivator is in great excess over

that of enzyme (10-fold or higher), [I ] is effectively constant during the

course of the experiment, and the rate equation may be reduced to that

of a first-order process:

Rate¼�d Eact½ �
dt

¼ kc Eact½ �,

where kc is the pseudo-first-order rate constant for the reaction and is equal

to kobs*[I ]. Thus, the investigator will generally be concerned with exper-

imentally determining kc by first-order kinetic analysis and may determine

kobs by division of kc by [I ].

Because loss of enzyme activity with respect to time follows first-order

kinetics under pseudo-first-order conditions, such processes that “go to

zero” may be described by the rate equation:
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Eact½ �t
Eact½ �0

¼ e�kc�t,

where [Eact]0 and [Eact]t are the concentrations of active enzyme at the start

of reaction monitoring and at time t during the reaction, respectively. Note

that if the reaction proceeds to some nonzero point at equilibrium, the rel-

evant expression for generalized first-order processes is as follows:

Eact½ �t� Eact½ �1
Eact½ �0� Eact½ �1

¼ e�kc�t,

where [Eact]1 is the concentration of active enzyme at equilibrium

(at t¼1).

Because it is generally impractical to directly monitor the concentration

of active enzyme in kinetics assays, it is common to rely on nonnatural sub-

strates that release easy-to-measure products as an indirect readout of active

enzyme concentration. A number of colorimetric and fluorometric sub-

strates exist for the assay of PTPs (Montalibet, Skorey, & Kennedy,

2005). Thus, in the rate expressions above, we will henceforth substitute

the term [Eact] with Y, which denotes some instrument reading—detection

of the enzyme’s product—that reports indirectly upon [Eact]. Clearly, then,

Y must faithfully report on the concentration of active enzyme to be of

value. Therefore, we first discuss methods to ensure that the measurement

of the product of enzymatic catalysis truly reflects the amount of remaining

active enzyme in the PTP assay.

3. ENSURING THAT THE ENZYME ACTIVITY ASSAY
ACCURATELY REFLECTS THE AMOUNT
OF ACTIVE ENZYME

Before conducting enzyme inactivation assays, it is important to

develop a set of assay conditions that allow accurate measurement of

time-dependent losses of enzyme activity. Because direct mathematical sub-

stitution of Y for [Eact] is to be made when solving the aforementioned rate

equations, it is imperative that Y be linearly dependent on, and change solely

as a function of, [Eact]. Note: this implicitly requires that the physical

property of the molecule being measured reports linearly on its concentra-

tion – such as Abs410nm does for 4-nitrophenol, under our conditions (as

determined in a separate experiment). Below, we discuss methods to test

whether the assay conditions give a linear relationship between enzyme
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concentration and instrument response. We also discuss factors that can lead

to nonlinear response and how to avoid these conditions.

3.1. Ensuring a linear response in Y as a function of [Eact]
3.1.1 Materials

PTP reaction buffer (Buffer “R”): 50 mM Tris, 50 mM Bis–Tris, 100 mM

NaOAc, 10 mM DTPA, 0.5% Tween 80 (v/v), pH 7.0.

PTP activity assay buffer (Buffer “A”): 50 mM Bis–Tris, 100 mM NaCl,

10 mM DTPA, pH 6.0.

PTP substrate: 4-nitrophenyl phosphate (pNPP, disodium or di-Tris salt),

made to 20 mM in PTP assay buffer.

Activity assay quench solution: 2 M NaOH in water.

Note: All buffers/aqueous solutions above are purely aqueous and should be

made in highly purified water tominimize the concentration of redox-active

transition metals which may oxidatively inactivate the PTP (air oxidation of

thiolate in aqueous solution is a metal-dependent process; Misra, 1974).

Instruments: To maintain thermal equilibration in the reaction mixture

and activity assay, a heating block or water bath will be required, and a quartz

cuvette and UV–vis spectrophotometer required to measure the Abs410nm of

the product, 4-nitrophenolate (pNP).

4-Nitrophenyl phosphate provides a convenient method by which to

monitor PTP activity, as PTP-mediated, catalytic hydrolysis of the substrate

releases the chromophoric product 4-nitrophenol(ate), whose concentra-

tion can be measured at 410 nm and inorganic phosphate, which may also

be measured if desired (Montalibet et al., 2005).

Note that, though acidification would also quench catalytic function of

the PTP, it is the anion of pNP which absorbs strongly at 410 nm, and so a

base (NaOH) quench is used to simultaneously halt the activity assay and

increase signal.

3.1.2 Protocol
In a separate, preceding experiment, the concentration of the primary enzyme

stock solution should be determined using standard methods (Bradford, 1976;

Gilla & von Hippel, 1989; Pregel & Storer, 1997). Note that spectrophoto-

metric determination of protein concentration requires precise knowledge of

the protein sequence (Gilla & von Hippel, 1989). Additionally, these types of

assays report on total concentration of protein in a sample; it is not necessarily

the case that all protein present in the sample represents catalytically active

enzyme. Thus, the protein concentration determined in these assays may

be taken to represent the maximum amount of catalytically active enzyme
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possible in the sample. In the analyses below, exact knowledge of the fraction

of total protein that is catalytically active is not required (it is, however,

required for the determination of kcat which is defined as vmax/[enzyme] in

Michaelis–Menten kinetics). Here, because a calibrated instrument response,

Y, is used in place of [Eact], we need not know its value precisely.

First, several dilutions from the concentrated primary enzyme stock are

prepared and stored on ice until used. Then, to thermally-equilibrated sam-

ples of 490 mL of 20 mM pNPP in Buffer A at 30 �C are added 10 mL each of

the varying-fold dilutions from the PTP stock. For the blank series, 10 mL of

Buffer R alone are added to the activity assay mixture, and the sample treated

identically to those containing PTP. Following addition of PTP, each sam-

ple is allowed to incubate for exactly 10 min prior to quenching of the activ-

ity assay by the addition of 500 mL of 2 MNaOH. The spectrophotometer is

zeroed against the blank (no enzyme) assay, and the absorbance at 410 nm of

each PTP-containing sample is recorded. The Abs410nm readings are then

plotted against the corresponding concentration of PTP in the sample

(Fig. 8.1). Because each sample contains maximally active PTP, this calibra-

tion curve should represent maximal Y readings (Abs410nm) that could be

obtained if that particular concentration of enzyme were used in an inacti-

vation experiment. Additionally, if a proper blank has been prepared, the
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Figure 8.1 Calibration curve for determining the range over which Y (Abs410 nm) is linearly
dependent on concentration of PTP1B. Several dilutions from a concentrated (20 mM)
stock of PTP1B were prepared and subjected to uniform activity assay conditions
(20 mM pNPP, 30 �C, pH 6.0, 10 min; 500 mL total volume). Following quenching of
the activity assay with 500 mL of 2 M NaOH, the absorbance at 410 nm was measured
and plotted as a function of PTP concentration. The linear region (0–10 nM PTP1B) was
determined to be the suitable concentration regime with which to conduct kinetics
assays.
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intercept of the regression line should be at the origin (x,y: [PTPactive]¼0,

Y¼0). Enzyme concentrations that fall in the rising linear region of Fig. 8.1

will be suitable for enzyme inactivation experiments, as decreases in active

enzyme concentration can be accurately detected in this range. On the other

hand, use of enzyme concentrations in the plateau region of the plot will not

be suitable for use in enzyme inactivation experiments. In this region,

clearly, changes in concentration of active enzyme cannot be detected effec-

tively. Below, we list some of the potential causes of this type of nonlinear

instrument response in enzyme assays.

3.2. Some causes of nonlinearity in instrument response
and associated remedies

As shown in Fig. 8.1, a plateau in Y is observed at high concentrations of

PTP. In these assays, the human eye can detect that the solutions display dif-

ferences in color density, yet the instrument did not detect these differences.

Such lack of instrument response commonly arises when absorbance read-

ings are above the usable range of the spectrophotometer. For most UV–vis

spectrophotometers, the usable range is approximately 0–3 A.U. Note that,

when absorbance readings are above the useable range of the instrument, a

change in concentration of the species of interest (active PTP, reported on

by [pNP]) does not necessarily afford a change in Y, thus rendering mathe-

matical substitution of Y for [Eact] invalid. In cases where saturation of the

instrument detector occurs, the investigator may decrease the concentration

of enzyme or decrease the time for which the enzyme is incubated with the

substrate during the activity assay.

Most UV–vis spectrophotometers do not issue a warning to the user

when readings are above the usable range of the instrument. Telltale signs

of detector saturation generally involve distortions in peak shape in the

absorption spectrum: frequently, detector saturation is accompanied by a

flattening-out of the peak around the lmax and/or a jagged form to the

top of the peak. New users should beware that, if the spectrophotometer

has been blanked on a strongly absorbing solution, then although subsequent

readings may be numerically well within the “acceptable 0–3 range,” the

readings may, in fact, be unreliable because the total absorbance of the solu-

tion is above the working range of the instrument.

Substrate depletion is another potential cause of a plateau such as that

seen in Fig. 8.1. In the case of substrate depletion, the investigator may

increase the concentration of substrate, decrease the concentration of

enzyme, or decrease the incubation time of the enzyme with substrate
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during the activity assay. Last, we note that reaching the limit of enzyme

solubility in the activity assay would also likely manifest as a plateau in Y ver-

sus [Eact]; however, this seems unlikely given that a large (50�) dilution of

the enzyme stock solution occurs when the PTP is introduced to the activity

assay mixture.

3.3. Other potential sources of error in PTP assays
Because we equate Y to [Eact], any process that diminishes or increases the

instrument reading Ywill contribute to errors in the [Eact] values used in the

kinetic analysis. Here, we consider just a few potential mechanisms that can

lead to errors in the instrument readings Y.

Assay conditions. Because buffer pH and temperature, depletion of sub-

strate, and time of reaction during signal amplification all contribute to

the magnitude of Y, it is of paramount importance that these factors be held

constant during the activity assay, such that the sole variable responsible for

changes in the reading Y is [Eact]. In practice, this is easily accomplished by

using buffers of appropriate strength, maintaining thermostated reaction

mixtures, ensuring sufficient substrate concentration, and rigorously con-

trolling reaction times. Similarly, the conditions (e.g., temperature, solvent,

cuvette, instrument settings, wavelength) employed for the ultimate instru-

mental measurement of Y in all samples must be rigorously controlled to

ensure all samples are treated in an identical manner.

Interference from substrate decomposition or another absorbing species. In some

assays, a species other than that of interest may contribute to the instrument

reading Y. For example, in a spectrophotometric assay, an enzyme inactivator

mayabsorb at the samewavelength as theproductof the substrateused to report

on enzyme activity. Two approaches are useful to correct for the undesired

contribution: (1) including the appropriate concentration of the interfering

species in the blank for that series negates its contribution toY, or (2) if the for-

mer is impractical, the contribution toY by the speciesmay be separately deter-

mined and its contribution corrected for in the terms Y0 andY1 (thus making

changes inYt again solely a function of [Eact]). It is also possible that decompo-

sition of an enzyme inactivator during the assay can lead to time-dependent

changes inY thatwouldhave tobe accounted for to arrive at appropriate values.

In some cases, undesired contributions to Y may arise from decomposi-

tion of the substrate employed in the assay. For example, the PTP substrate

pNPP (Scheme 8.2) undergoes slow, nonenzymatic hydrolysis to release the

pNP chromophore. Thus, in kinetics assays involving extended incubation
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times (several hours or more), stock solutions of the enzyme substrate

(pNPP) may begin to “yellow” and it may be necessary to rezero the spec-

trophotometer for each time point in the assay, against blanks that account for

nonenzymatic hydrolysis. Doing so ensures that late reaction data do not

“falsely report” an increase in concentration of active enzyme, due to the

accumulation of nonenzymatically generated pNP.

Having addressed the means by which to ensure the instrument response

Y faithfully reports on [Eact], we may now turn our attention to assays that

measure the rate of covalent enzyme inactivation.

4. ASSAYS FOR TIME-DEPENDENT INACTIVATION
OF PTPs

4.1. General assay design considerations for a
discontinuous “time-point” assay measuring
time-dependent enzyme inactivation

Using the methods and concepts discussed above, it should be possible to

design assay conditions that allow accurate measurement of active enzyme

concentrations in an inactivation assay mixture. Thus, we are prepared to

discuss the design of a discontinuous “time-point” assay that measures the

kinetics of time-dependent PTP inactivation. In this type of experiment,

the enzyme and the time-dependent inactivator are mixed to create an inac-

tivation reaction, and at various time points, aliquots of the mixture are

removed and subjected to an activity assay that measures the amount of active

enzyme remaining at that time. Ideally, each data point taken should repre-

sent a time-frozen “snapshot” of the enzyme inactivation process. In order

to accomplish this, the enzyme inactivation reaction must be stopped and

remaining enzyme activity assayed. In the following section, we list several

methods for stopping the enzyme inactivation reaction prior to assessment of

the amount of active enzyme remaining in the aliquot:

O–

O–

P
O

O
N+

O

O–

O–

O
N+

O–

H2O

PTP O–
P

O

O–

–O
+

Scheme 8.2 Colorimetric PTP substrate p-nitrophenylphosphate (pNPP).
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1. pH perturbation: In some cases, the enzyme inactivator may be effectively

quenched by acid or base. For example, protonation of anionic groups

may significantly decrease the affinity of some agents for the active site of

PTPs, thus decreasing their ability to carry out inactivation of the

enzyme. Some reactivity is likely to remain, and time between quench

and the activity assay should remain short (and consistent for all samples).

2. Decomposition of agent: In some cases, convenient methods for rapid de-

composition of an agent may be available. For example, catalase may

be used to rapidly decompose the PTP inactivator hydrogen peroxide

(Halliwell & Gutteridge, 1990). Control reactions should be carried

out to confirm that neither the agent employed for decomposition of

the inactivator nor the products of decomposition inactivate the enzyme.

3. Dilution of agent: Perhaps most commonly, the inactivation reaction is

abruptly halted by dilution of an aliquot of the inactivation reaction mix-

ture directly into the activity assay mixture used to measure remaining

active enzyme. Like all aforementioned methods, this approach actually

serves to dramatically decrease the rate of reaction, rather than to

completely stop it, and the decrease in rate is directly proportional to

the dilution factor. Clearly, assay designs employing large dilution factors

at this step will give more accurate results. In cases where the enzyme

inactivator is also capable of reversible noncovalent binding to the

enzyme active site (inhibition), residual amounts of the inactivator present

following dilution into the activity assay may be sufficient to inhibit the

enzyme during the assay. In these cases, at time zero, when no covalent

inactivation should have occurred, the enzyme activity may be signifi-

cantly below that of a control enzyme sample that contains no agent.

While this may alter the appearance of the data (inactivation time courses

for higher inactivator concentrations in a plot such as Fig. 8.3 will be

shifted downward), analysis of the time-dependent loss of enzyme activity

should be largely unaffected.

4. Physical removal of the agent: Agents may be physically removed from inac-

tivation mixtures by various means including extraction or gel filtration.

If reaction times are short, it may be somewhat challenging to execute

these methods at sharply defined time points.

After the aliquot is removed from the inactivation reaction mixture and the

inactivation reaction stopped, the aliquot must be subjected to an activity

assay to measure the amount of active enzyme remaining. For accurate

and reproducible results, the activity assay must be carried out in an identical

manner for each time point. This typically requires a rapid quench of
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enzymatic activity in the activity assay, which may be accomplished by “pH

shock”, addition of metal chelators (for metal-dependent enzymes), and

rapid freezing.

4.2. Inactivation of PTP1B by hydrogen peroxide
Denu and Tanner (2002) provided an excellent discussion of the inactivation

of PTPs by hydrogen peroxide as part of a broader review on the redox reg-

ulation of PTPs in a previous volume of this series. Our treatment of the

subject is intended to provide additional technical detail. From the PTP con-

centration calibration curve shown in Fig. 8.1, it was determined that 8 nM

PTP1B was suitable for use in the activity assay, under our conditions.

Because this final concentration of PTP1B was achieved following a

50-fold dilution into the activity assay buffer, the requisite enzyme concen-

tration in the inactivation reaction was calculated to be 400 nM. An example

benchtop layout of standard laboratory equipment employed for conducting

inactivation assays is presented in Fig. 8.2.

Figure 8.2 Typical benchtop layout of equipment for enzyme kinetics assays. A heating
block (left), containing samples in which the “chemical step” (inactivation) is conducted,
is maintained at the desired temperature under which the study is conducted (here,
25 �C). At predefined time intervals, aliquots are removed from the reaction mixture
and diluted into ready-made activity assay mixtures (right). Here, remaining enzyme
activity is assessed by permitting the enzyme to turn over substrate for a uniform period
of time before quenching the reaction and measuring the concentration of product
formed (e.g., Abs410 nm for 4-nitrophenol).
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4.2.1 Protocol
1. Free thiols were removed from a stock solution of concentrated PTP1B

(20 mM) by gel filtration/buffer exchange into Buffer R using a Zeba mini

centrifugal desalting column (Pierce, catalog no. 89882). The stock was

subsequently diluted to 0.8 mM in Buffer R and stored on ice until used.

2. Prepared in Buffer R were 2�-concentrated solutions of H2O2: 500,

400, 300, 200, and 100 mM, diluted from a 30% (wt/v) stock (Sigma).

These were also stored on ice until used.

3. In 2 mL Eppendorf tubes, 490 mL (each) aliquots of 20 mM substrate

(4-nitrophenyl phosphate, disodium hexahydrate; Sigma) in Buffer

A were prepared, stored at room temperature until used (totaling 31

pre-prepared samples).

4. Just prior to starting the assay, microcentrifuge tubes containing 60 mL of

0.8 mM PTP1B, and 60 mL of Buffer R containing hydrogen peroxide,

were added to a heating block held at 25 �C and allowed to stand for

5 min. During that time, five activity assay samples were added to a water

bath (30 �C) and allowed to thermally equilibrate.

5. The inactivation reaction was then initiated by combining 1:1 (v/v, 40 mL
each) of 0.8 mM PTP1B and 2�-H2O2 in buffer, and a timer started. At 1,

2, 4, 7, and 10 min time points during the reaction, 10 mL aliquots were

removed from the inactivation mixture and diluted into the waiting

490 mL activity assay mixtures. The activity assay was allowed to proceed

for 10 min before being quenched by addition of 500 mL of 2MNaOH in

ddH2O (quench times of the activity assays occurred at 11, 12, 14, 17, and

20 min relative to the start of the inactivation reaction). This process was

repeated for each concentration of H2O2 and for one control series lacking

peroxide (BufferR alone). A blank reaction samplewas prepared in similar

fashion: 10 mL of Buffer R alone was added to an activity assay sample and

treated identically to the experimental series.

6. At the conclusion of the assay, the spectrophotometer was zeroed against

the blank sample and the absorbance at 410 nm of the experimental series

measured. The absorbance readings obtained in this manner were plot-

ted as a function of time (Fig. 8.3).

5. ANALYSIS OF THE KINETIC DATA

There are many methods for analyzing enzyme inactivation data of

this type. Here, we consider two broad approaches to analysis of kinetic

data: (1) “traditional” linear regression analyses and (2) “modern” nonlinear

curve-fitting analyses.
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5.1. “Traditional” linear analysis
A plot of the absorbance data generated as described above yields a plot such

as that seen in Fig. 8.3. Because inactivation of PTP1B by excess hydrogen

peroxide affords completely inactive enzyme at t¼1, and the blank used

in the experiment accounted for any residual absorbance at 410 nm not

from enzymatic hydrolysis, the Y1 value can be taken as zero. The initial

measurement, Y0, need not actually be that corresponding to the “real”

t¼0 (measurement of which is effectively impossible). Rather, Y0 represents

the first monitoring of the reaction, relative to which all Yt values are spaced

with respect to time. For our purposes here, the first collected data

point in the control series (no H2O2) series has been defined as Y0 for all

experimental series.

5.1.1 Extraction of pseudo-first-order rate constants by linear analysis
Having defined all parameters (Y0, Y1, and Yt), a plot of the natural

logarithm of percent remaining activity versus time may be generated;

namely: ln ((Yt/Y0)*100) versus time. It is worth noting that plotting the

natural logarithm of “simple” (not percent) remaining activity versus time

affords the same numerical results, but a perhaps less aesthetically pleasing

graphical form, as the natural logarithm of numbers less than 1 are negative.
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Figure 8.3 Time-dependent inactivation of PTP1B by hydrogen peroxide under pseudo-first-
order conditions. 400 nM PTP1B was inactivated by various concentrations of H2O2 at
25 �C, pH 7.0: 250 mM (dashes), 200 mM (diamonds), 150 mM (triangles), 100 mM (squares),
50 mM (closed circles), or no peroxide (open circles). Remaining enzyme activity was
assayed at 1, 2, 4, 7, and 10 min intervals by dilution of 10 mL of the inactivation mixture
into 490 mL of activity assay buffer. The activity assay was allowed to proceed for 10 min
before quenching via addition of 500 mL of 2 M NaOH. The absorbance at 410 nm of each
samplewas thenmeasured and plotted as a function of time, revealing exponential loss of
enzyme activity versus time.
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Having generated the replot (Fig. 8.4), the resulting transformation should

be carefully inspected for strict linearity. As will be described later, nonlinear

behavior in this plot is indicative of either non-first-order kinetics or use of

an inappropriate Y1 value (Fig. 8.5).

Once it has been determined that the data adhere to linearity in the “ln

plot,” linear regression analysis may be performed for each series (i.e., for each

concentration of inactivator). Because the kinetics of a pseudo-first-order

process is described by

ln
Yt

Yo

¼�kc � t,

where kc is the pseudo-first-order rate constant, a plot of ln(Yt/Y0) versus

time affords lines with slopes �kc. Thus, the negative of the slope of each

line equals the pseudo-first-order rate constant for the corresponding con-

centration of inactivator (with units of reciprocal time corresponding to that

used on the X-axis).
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Figure 8.4 Analysis of inactivation kinetic data via linear methods. The Abs410 nm readings
from the inactivation assay were replotted as the natural logarithms of percent re-
maining activity (relative to the control) versus time. The replot afforded straight lines,
in agreement with a (pseudo)-first-order process. The slope of the linear regression
trendline from each series is equal to the negative of the pseudo-first-order rate con-
stant, for inactivation of PTP1B by the corresponding concentration of H2O2. A replot
of the pseudo-first-order rate constants versus concentration of inactivator affords a
straight line which passes through the origin, in agreement with a simple bimolecular
process in the rate-determining step (inset). The slope of this line is the apparent bimo-
lecular rate constant for inactivation of PTP1B by H2O2 under our conditions, with units
of M�1 s�1.
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Though, in principle, one could conduct a single assay under pseudo-

first-order conditions and extract an apparent bimolecular rate constant by

dividing kc by the concentration of inactivator, this represents an incomplete

and potentially erroneous approach to describing the kinetics of a process. The

more rigorous and informative approach is to examine the dependence of the

pseudo-first-order rate constants on concentration of inactivator. As shown in

Fig. 8.4 (inset), the pseudo-first-order rate constant for inactivation of PTP1B

by H2O2 is linearly dependent upon concentration of H2O2. Such linear

dependence is not universal for all PTP inactivators, and the interpretation

of these data is described at the end of this work.

5.1.2 Linear analysis methods: Strengths and weaknesses
Although contemporary computational abilities long ago dispensed with the

necessity for linear (graphical) analyses of data, it is still a highly useful and

straightforward approach. Linear analysis benefits from being “user-

friendly,” precise, and accurate when used in conjunction with good exper-

imental data and requires little or no specialized software or training. Analysis

of linearized data is typically very straightforward, and large deviations from

linearity in a data set generally are easy to spot.

The chief drawbacks of linear methods for analysis involve treatment of

“late data” and intercept evaluation. Regarding treatment of late data, as Yt
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Figure 8.5 Replot of natural logarithm of percent remaining activity with inappropriate
choice of Y1. Kinetic data from inactivation of PTP1B by H2O2 were analyzed
by linear methods: here, with intentional choice of an inappropriate Y1 value (here,
0.1 A.U. instead of 0 A.U. at 410 nm). Appreciable curvature is noted in the data, espe-
cially as Yt approaches Y1. This curvature is indicative of a poor determination of Y1.
The calculated bimolecular rate constant of interest is “skewed” as a consequence of this
selection of Y1 (inset). To better highlight curvature in the data, the regression
trendlines shown only consider the early (first three) data points from each series.
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approaches Y1, two issues arise: (1) because the dynamic changes in Yt can

become small with respect to the error inherent in making the measurement,

the data sometimes become erratic and essentially useless in the ln replot;

and (2) as the dynamic character of the measurement approaches zero

(as Yt approaches Y1, a constant), the data may again be unusable in linear

analysis, as a consequence of there being no measurable change in activity

versus time. If there is no measurable change in activity versus time, then

there can be no change in ln (%) activity versus time, and the slope of

the regression line in the ln replot will bend to zero. Additionally, in late

data, small errors in the determination of Y1 become more pronounced,

often resulting in an obvious curvature of the data in the ln replot, which

should be linear (Fig. 8.5 depicts such curvature). As discussed in the next

section, curve-fitting methods adapt well to, but are certainly not immune

to these issues.

The second general weakness associated with linear regression analyses

involves determination of values that are computed as intercepts, such as

is done with the Kitz–Wilson plot (Fig. 8.6; Kitz & Wilson, 1962;

Silverman, 2000). Values determined from intercepts along the X- or Y-axis

may be subject to exaggerated error when the experimental data fall “far”
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(kinact /KI) 19.7 M–1 s–1

Figure 8.6 Kitz–Wilson replot of kinetic data for inactivation of PTP1B by H2O2. The Kitz–
Wilson replot is commonly used in analysis of kinetic data of inactivators which have
noncovalent affinities for their protein targets (e.g., affinity labeling agents). For
inactivators which have no appreciable affinity, the linear regression trendline in the
Kitz–Wilson plot should intercept at the origin. Here, small experimental errors afford
a nonorigin intercept, as hydrogen peroxide is not known to possess any particular affin-
ity for the active site of PTP1B. Thus, the physical interpretation of the intercept is
ambiguous in this case.

146 Zachary D. Parsons and Kent S. Gates



from the axis at which the intercept occurs in the replot. Under these cir-

cumstances, small errors in the data may dramatically alter the values of the

intercepts. For example, in the Kitz–Wilson plot, the y-intercept is equal to

ln(2)/kinact, and the x-intercept to (–)1/KI. Because the X-axis has units of

reciprocal concentration, but the x-intercept is negative, the x-intercept must

be calculated by projections made based on experimental data. It stands to

reason, then, that the only way good projections can be made is by having

collected excellent experimental data.

5.2. Nonlinear curve-fitting regression analysis
For this consideration of curve-fitting analysis, we will employ the same

kinetic data used above in the linear regression analysis. The parameters

defined above will be used in identical fashion here (those of Yt, Y0,

and Y1). Conceptually, the approach is very similar: starting from the

rearranged integrated rate law for a first-order process, we see that there

is an exponential dependence of Yt on both the (pseudo)-first-order rate

constant and time:

Yt ¼Yoe
�kc�t

Because Y0 and Yt are measured quantities, and the time intervals at

which the process was monitored are known, the only parameter to be opti-

mized to make the mathematical model fit the experimental data is the rate

constant of interest, kc.

The parameter optimization process (data fitting) may be accomplished

with a variety of software suites, including Prism andMicrosoft Excel. Inde-

pendent of software package used, most commonly the essence of the fitting

process involves computing the arithmetic differences between model and

experimental data sets for each data point, squaring these differences, and

finally minimizing the sum of these squared differences by modulating

the parameter to be optimized (here, kc). Finally, the optimized data set

(from which kc is determined) should be graphically compared against

the empirical data set for visual inspection of agreement between the two

(Fig. 8.7). Additionally, examining a plot of the residuals is a rigorous

method by which to identify any systematic bias in the fitted data set. An

excellent discussion of several ways by which this may be done is freely avail-

able on the NIST Web site (Anonymous). The optimized parameters that

afford the best fit of the model to the experimental data set are taken to

be the appropriate values of interest (here, kc). Figure 8.7 shows an example
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of a model set fitted to the experimental data, where the only parameter

optimized was kc. This process was repeated for each concentration of

inactivator, and the resulting series of pseudo-first-order rate constants were

plotted against corresponding concentrations of H2O2. A linear dependence

of kc on [H2O2] was again observed (Fig. 8.7, inset), and the apparent

bimolecular rate constant was found to be in excellent agreement with that

computed by linear graphical analysis methods (17 M�1 s�1 in both cases).

5.2.1 Curve-fitting analysis: Strengths and weaknesses
In order to speakmeaningfully about the pitfalls of nonlinear regression anal-

ysis, we must first consider its strengths. Nonlinear regression analysis is an

exceedingly powerful tool; it is very flexible, being well suited for the treat-

ment of an entire data set, from “start to finish.” Furthermore, if an accurate

determination of Y1 was not experimentally made, the methods of

nonlinear regression analysis allow Y1 itself to be an adjustable parameter,

in addition to kc. This facet is extremely useful for sluggish reactions, or for

reactions which proceed to different Y1 values as a function of concentra-

tion of inactivating species. In these cases, collection of large amounts of
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Figure 8.7 Analysis of inactivation kinetic data via nonlinear regression analysis. The
untransformed experimental data (Abs410 nm vs. time) were used to fit model first-order
kinetic data, with kc as the only adjustable parameter (Y0 and Y1 were defined in iden-
tical fashion to that of the linear analysis method). No constraints were placed on kc
during the optimization process. The optimized, fitted model was graphically examined
for goodness of fit. Shown are the experimental data for the inactivation of PTP1B by
250 mM H2O2 (closed circles) and the fitted model data (open squares and trendline)
from which kc was determined. This process was repeated for each concentration of
H2O2, and the optimized kc values were plotted as a function of corresponding concen-
tration of H2O2. This afforded a straight line in the replot which passes through the ori-
gin, indicative of a simple bimolecular reaction. The calculated bimolecular rate
constant is in excellent agreement with that determined by linear analysis methods
(17 M�1 s�1).
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“late-phase” reaction data actually facilitates accurate optimization of adjust-

able parameters, as the data are used to better determine appropriate values

for the parameters being optimized (especially for Y1). Additionally, the

investigator may define a numerical range into which the parameters must

fall during/at the conclusion of the optimization process, such that values

determined from empirically–collected data are used to bound upper and

lower limits of any adjustable parameter. Taken together, nonlinear regres-

sion represents an exceedingly useful tool for kinetic analysis, allowing the

investigator to decide which parameters to leave fixed or to make adjustable,

and to define the window into which adjustable parameters must

ultimately fall.

The reader may be struck by the last statement, understanding immedi-

ately some potentially crippling pitfalls of nonlinear regression analysis. If the

investigator selects an inappropriate window into which any given param-

eter may fall, the kinetic analysis becomes invalid (the magnitude of inval-

idity being directly proportional to “how far off the mark” the prescribed

window was set). It is no surprise, then, that parameters which are to be

fit must be “bracketed” (bounded) with great care. Despite the obvious

potential for mistakes in this regard, this aspect of data fitting is typically

not of the greatest concern, as appropriate windows in which to bound opti-

mized parameters are generally clear from the empirical data (e.g., following

a reaction through three half-lives limits the maximum error in optimization

of Y1 to roughly 10%).

Perhaps the greatest drawback to nonlinear regression analysis is the chal-

lenge of discerning when a good-looking fit of the model to the experimental

data does not provide realistic kinetic values. This so-called chi-by-eye

approach, referring to visual evaluation of goodness of fit by graphical

methods, can be highly misleading. Furthermore, deviations from the

expected graphical form may be more difficult to spot in curvilinear data

than in linear data during visual analysis. It is the author’s experience that

the greatest potential for erroneous analysis of kinetic data by nonlinear

regression methods arises when fitting “early reaction data” with a poorly

defined Y1 value. It is a logical extension to suggest that such erroneous

analysis would also apply when analyzing “late-phase” reaction data with

a poorly defined Y0 (though, for reasons stated earlier, this is probably less

likely a concern). The fundamental rationale for these observations may

be that, in many reactions, “early” and “late” data appear linear in form,

and so do not adequately reflect the exponential nature of the data expected

for the full time course (to which the model is fit). Unfortunately, when
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fitting data sets containing only “early data,” the optimized model may look

deceptively well fit to the experimental data, though the optimized param-

eters have very poor agreement with those of physical reality (the “true

values”). For these reasons, it is crucial that the investigator adequately

defines the window into which adjustable parameters are to fall and very

critically evaluates the optimized parameters at the end of the fitting process,

with respect to their empirical viability (i.e., do the values “make sense” with

respect to what the investigator knows about the assay?).

6. OBTAINING AN INACTIVATION RATE CONSTANT
FROM THE DATA

Having collected and analyzed the kinetic data, and extracted pseudo-

first-order rate constants by linear or curve-fitting methods, the investigator

may now begin to characterize the kinetic properties of the process of inter-

est. Here, we briefly cover two kinetic profiles observed for PTP inactivators

and refer the reader elsewhere for a more complete discussion of analysis of

pseudo-first-order kinetics (Espenson, 1995).

As shown in Figs. 8.4 and 8.7 (insets), a plot of the pseudo-first-order rate

constants (in s�1) versus molar concentration of the inactivator H2O2 affords

a straight line that passes through the origin. The graphical form of this plot

(linear, intercepting the origin) suggests a simple bimolecular process in the

rate-determining step, that is first order in inactivator. The slope of the line is

the observed bimolecular rate constant (in M�1 s�1) for inactivation of

PTP1B byH2O2, under these conditions. Indeed, this is perhaps the simplest

kinetic profile for a bimolecular reaction.

Another common graphical form the investigator may encounter is the

“saturation profile” in the plot of kc versus concentration of inactivator

(Fig. 8.8). In similar fashion to the principles underlying traditional

Michaelis–Menten kinetics with substrates, this behavior is a result of revers-

ible, noncovalent association of the inactivator with the enzyme prior to the

chemical inactivation step (Scheme 8.3). Here, the enzyme first reversibly

binds the inactivator, rapidly forming the E� I complex by the second-order

rate constant kon. The E� I complex may then collapse back to free enzyme

and inhibitor by rate constant koff, or covalent modification/inactivation of

the enzyme may occur by rate constant kinact (both rate constants being first

order). Because the chemical step, represented by kinact[E� I], is usually rate
limiting, increasing the concentration of the E� I complex increases the

observed rate of inactivation. At low concentrations of inhibitor, increasing
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the concentration of the inhibitor drives formation of the E� I complex,

resulting in an increase in observed rate of inactivation. However, when

essentially all enzyme is occupied in the E� I complex under saturating con-

centrations of inactivator, further increases in concentration of inactivator

do not result in increased rates of inactivation. Consequently, the observed

rate of inactivation becomes independent of inactivator concentration under

saturating conditions, resulting in a plateau in the plot of kc versus

[inactivator]. Note that reaching the limit of solubility of the inactivator

may also result in such a plateau, and the investigator should confirm that

this is not the underlying cause of the plateau in observed rates of inactiva-

tion at high inactivator concentrations.

Analysis of this type of kinetic data may be accomplished by the Kitz–

Wilson plot (Fig. 8.8, inset; Kitz & Wilson, 1962; Silverman, 2000). The

Kitz–Wilson plot is a convenient tool with which the investigator may

determine both KI and kinact. However, for reasons described earlier, the

investigator should take care in data collection for and evaluation of

intercept-based values. Alternatively, these data may be evaluated using

curve-fitting methods. For example, Zhang’s group identified inactivators

0

0.02

0.04

0.06

0.08

0 2 4 6 8

[Inactivator] (mM)

k o
bs

 (
s–1

) y = 4.3322x + 8.6643

0

40

80

120

–5 0 5 10 15 20 25

1/[Inactivator] (mM)–1

t 1/
2 (

s)

Figure 8.8 Mock data: “saturation profile” for an inactivator which has affinity for its
enzyme target. For inactivating species which possess affinity for their targets (such
as affinity labeling agents), saturation kinetics may be observed in the rate of inactiva-
tion at high concentrations of inactivator. The kinetic parameters kinact and KI may be
extracted by linear methods (e.g., Kitz–Wilson replot, inset), or by curve-fitting methods.
Here, the mock data were generated using kinact¼0.08 s�1 and KI¼500 mM.

E + I E•I E–I
kon

koff

kinact

Scheme 8.3 Inactivation of PTPs by affinity labeling agents.
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of PTP1B which exhibit saturation behavior and determined the parameters

KI and kinact by fitting to, essentially, the Michaelis–Menten equation, with

KI in place of Km and kinact in place of Vmax (Liu et al., 2008).

7. SUMMARY

Here, we have described some fundamental considerations to be made

when monitoring the activity of enzyme systems, the general conceptual

bases underlying assay design when measuring the rates of covalent enzyme

modification, and several methods by which the kinetic data may be ana-

lyzed. We have also reported a detailed method by which the rate of inac-

tivation of PTP1B by hydrogen peroxide may be determined; this method

may be extended to other inactivators, and to other PTPs. Finally, we have

addressed the merits and drawbacks to numerous methods of data analysis,

with an eye toward “choosing the right tool for the job.”
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Abstract

The most common mechanism described for the activation of the transcription factor
Nrf2 is based on the inhibition of its degradation in the cytosol followed by its translo-
cation to the nucleus. Recently, Nrf2 de novo synthesis was proposed as an additional
mechanism for the rapid upregulation of Nrf2 by hydrogen peroxide (H2O2). Here, we
describe a detailed protocol, including solutions, pilot experiments, and experimental
setups, which allows exploring the role of H2O2, delivered either as a bolus or as a steady
state, in endogenous Nrf2 translocation and synthesis. We also show experimental data,
illustrating that H2O2 effects on Nrf2 activation in HeLa cells are strongly dependent
both on the H2O2 concentration and on the method of H2O2 delivery. The de novo syn-
thesis of Nrf2 is triggered within 5 min of exposure to low concentrations of H2O2,
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preceding Nrf2 translocation to the nucleus which is slower. Evidence of de novo syn-
thesis of Nrf2 is observed only for low H2O2 steady-state concentrations, a condition that
is prevalent in vivo. This study illustrates the applicability of the steady-state delivery of
H2O2 to uncover subtle regulatory effects elicited by H2O2 in narrow concentration and
time ranges.

1. INTRODUCTION

Nuclear factor erythroid-2-related factor 2 (Nrf2) is a transcription fac-

tor of the leucine zipper family, and Keap1 (Kelch-like ECH-associated pro-

tein 1) is its specific repressor, responsible for Nrf2 sequestration in the

cytoplasm (Itoh et al., 1999; Xue & Cooley, 1993) as well as for its

proteosomal degradation pathway (Kobayashi et al., 2006; Zhang &

Hannink, 2003). These two proteins mediate cellular response to oxidative

stress and to electrophilic xenobiotics (Osburn & Kensler, 2008). Included

among the target genes regulated by Nrf2 are antioxidant enzymes, involved

in electrophile conjugation, glutathione homeostasis, production of reducing

equivalents, proteasome function, and other (Hayes & McMahon, 2009).

In the cell, regulation of Nrf2 levels and its activity occurs at several

levels, including transcription, translation, degradation, translocation, and

posttranslational modifications such as phosphorylation (Huang, Nguyen, &

Pickett, 2000, 2002; Kong et al., 2001; Nioi & Hayes, 2004; Zhang &

Hannink, 2003).

One of the most important mechanisms determining the increase of Nrf2

protein levels, involves a decreased rate of Nrf2 protein degradation. In the

absence of any stress conditions, the normally low cellular concentrations

of Nrf2 are maintained by proteasomal degradation, through a Keap1–Cullin

3–Roc1-dependent mechanism, in which Keap1 serves as the substrate adap-

tor subunit in the E3 holoenzyme. Activation of Nrf2 allows it to escape pro-

teolysis and to rapidly accumulate in the nucleus inducing its target genes

(Kobayashi et al., 2004, 2006; Zhang, Lo, Cross, Templeton, & Hannink,

2004). Keap1 is a cysteine-rich protein (Human- and murine Keap1 contain

27 and 25 cysteine residues, respectively) and so modifications in sulfhydryl-

containing residues of this protein result in conformational changes (Itoh et al.,

1999). In fact, oxidative stress conditions, and many exogenous chemicals,

alter the redox status of Keap1 cysteine residues. As a consequence, there is

a destabilization of the Keap1/Nrf2 complex, preventing Nrf2 degradation,

which allows Nrf2 translocation to the nucleus.

158 Gonçalo Covas et al.



Recent work indicates that Nrf2 de novo synthesis is an important mech-

anism for the rapid Nrf2 upregulation by oxidative stress (Purdom-Dickinson,

Sheveleva, Sun, & Chen, 2007). Purdom-Dickinson, Lin, et al. (2007) and

Purdom-Dickinson, Sheveleva, et al. (2007) found that in rat cardiomyocytes,

treatment with low to mild doses of H2O2 caused a rapid increase in endog-

enous Nrf2 protein levels, by a process that is independent of Nrf2 protein

stabilization. The authors suggested that H2O2 stress can cause selective pro-

tein translation, resulting in a rapid increase of Nrf2 protein.

Here, we describe a detailed protocol, which allows exploring the role of

H2O2, in endogenous Nrf2 translocation and synthesis, by exposing HeLa

cells to a wide range of H2O2 concentrations, delivered either as a bolus or as

a steady state.

2. EXPERIMENTAL CONDITIONS AND CONSIDERATIONS

2.1. Cell culture
HeLa cells (American Type Culture Collection, Manassas, VA, USA)

grown in RPMI 1640 media supplemented with 10% (v/v) fetal bovine

serum (FBS), 100 U/mL of penicillin, 100 mg/mL of Streptomycin, and

2 mM of L-glutamine at 37 �C and 5% (v/v) CO2 should be kept at expo-

nential phase and in monolayer growth by periodic replanting every

2–3 days.

Cell culture conditions areofparamount importance for the reproducibility

of the experiments. In the preparation of the biological material for the exper-

imental procedures described here, the following precautions should be taken:

1. Cells must be seeded at a density of 0.5 million cells in a 100-mm dish. It

is important to be accurate in the cell counting and to distribute homo-

genously cells in the dish.

2. Cells should be incubated for 46–48 h at 37 �C and 5% (v/v) CO2.

Reproducibility of the experiments is significantly affected if cells are

incubated only overnight or for 24 h after seeding. At the day of the

experiment, cells should show a confluence of about 60% (�1.5 million

cells in a 100-mm dish).

3. Growth media must be renewed 1 h prior to the experimental proce-

dures, using prewarmed and CO2 preequilibrated media.

These conditions are to be used when delivering H2O2 either as bolus

addition or as a steady-state addition.
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2.2. Reagents
1. H2O2—Make fresh every day the solution using concentrated Per-

hydrol 30% (m/m) H2O2, density 1.11 g/mL, MW¼34.02, 9.79 M.

To obtain the stock solution of H2O2 (�9–10 mM), dilute 1/1000

the concentrated H2O2 solution in water and confirm the concentra-

tion by reading the absorbance at 240 nm (e¼43.4M�1 cm�1). Keep

on ice.

2. Catalase (bovine liver, Sigma C-1345, 2000–5000 units/mg protein)

1 mg/mL (in water). Can be stored for weeks.

3. Glucose oxidase from Aspergillus niger, Sigma G-0543, �200 units/mg

protein, �0.1 units/mg catalase, buffered aqueous solution (in

100 mM sodium acetate, 40 mM KCl, with 0.004% thimerosal), pH

4.5, low catalase activity. Storage temperature 2–8 �C. A working

diluted solution (1/100, 1/1000, or 1/10,000 dilution in water) should

be made daily.

4. 0.1M potassium phosphate buffer pH 6.5.

5. Phosphate buffered saline (PBS)—1.5 mM KH2PO4, pH 7.4, 137 mM

NaCl, 3.0 mM KCl, and 8.0 mM Na2HPO4.

6. Cytosolic lysis buffer—50 mM HEPES, pH 7.2, 2 mM EDTA, 10 mM

NaCl, 250 mM sucrose, 2 mM DTT, 10% (v/v) Nonidet P40, and pro-

tease inhibitors (Sigma-Aldrich, Inc., St. Louis, MO, USA): 1 mM

PMSF, 1.5 mg/mL benzamidine, 10mg/mL leupeptin, and 1 mg/mL

pepstatin, all freshly added.

7. Nuclear lysis buffer—Identical to the cytosolic proteins buffer except

that 250 mM sucrose was replaced by 20% (v/v) glycerol and NaCl

was 400 mM.

8. RIPA buffer—50 mM Tris–HCl pH 7.4, 400 mMNaCl, 1% (v/v) Non-

idet P-40, 0.25% (w/v) Na-deoxycholate, and protease inhibitors (Sigma-

Aldrich, Inc., Saint Louis, MO, USA): 1 mM PMSF, 1.5 mg/mL

benzamidine, 10mg/mL leupeptin, and 1 mg/mL pepstatin, all freshly

added.

2.3. H2O2 measurement
H2O2 is followed by the formation of O2 after the addition of catalase

(Eq. 9.1) using an oxygen electrode, as explained in Marinho, Cyrne,

Cadenas, and Antunes (2013b):

2H2O2 ���!catalase
O2þ2H2O ½9:1�
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We use a chamber oxygen electrode (Oxygraph system, Hansatech Instru-

ments, Ltd, Norfolk, UK), with a magnetic stirrer and temperature control.

All measurements are performed at room temperature and with a final vol-

ume of 800 mL. The electrode should be giving a stable baseline, which is

particularly important when measuring low concentrations of H2O2. For

that, it is recommended to add 800 mL of distilled water and to connect

the stirring a few hours before the measurements.

A typical measurement is as follows:

1. Take an 800 mL aliquot from the incubation media and add to the elec-

trode chamber.

2. Start recording and, when a baseline is established, rapidly add 15 mL of

catalase using a Hamilton syringe (being careful not to add air bubbles

since they interfere in the measurement). After a new baseline is

established, stop the recording. The value of the difference between

the two baselines is converted to H2O2 concentration with the help

of a calibration curve.

3. Remove the content of the oxygen electrode chamber and clean thor-

oughly with distilled water (fill the chamber up until the middle at least

four times and then up until the top four times also) in order to be sure to

remove all the catalase before the next H2O2 assay.

A H2O2 calibration curve should be made daily as described in Marinho

et al. (2013b) briefly:

1. Make H2O2 solutions in water with known concentrations. Keep at

room temperature.

2. Add 400 mL of H2O2 from one of the test tubes, starting with the lowest

concentration, to 400 mL of 0.1M potassium phosphate buffer pH 6.5

already in the electrode chamber. Readings can also be done without

using the buffer, but we found that with the buffer the oxygen electrode

has a more stable output.

3. Measure H2O2 by adding catalase as explained earlier.

2.4. Protein sample preparation
In order to prevent protein denaturation and/or degradation all following

procedures must be done on ice and with precooled reagents.

2.4.1 Cytosol/nucleus differential protein extraction
The differential protein extraction from the cytosol and nucleus is per-

formed according to the method described by Roebuck, Rahman,

Lakshminarayanan, Janakidevi, and Malik (1995):

161Activation of Nrf2



1. After exposing cells toH2O2, the incubationmedia in the 100-mm plates

is removed, and cells are washed twice with 1 mL of PBS.

2. Afterward lysis is promoted by addition of 300 mL of cytosolic lysis buffer
and scrapping. The lysate is transferred to a cooled Eppendorf tube, and

the cells remaining in the dish are collected with additional 100 mL of

cytosolic lysis buffer. Note that in order to prevent variation on the total

time cells are exposed to H2O2, the wash and breaking step must be as

brief and reproducible as possible. It is not advisable to process a large

number of samples simultaneously.

3. The cytosolic protein samples are obtained as the supernatant after cen-

trifugation at 3000� g for 4 min at 4 �C.
4. The pellet is used for extraction of nuclear proteins. It is washed by

resuspending it in 300 mL of cytosolic lysis buffer and centrifuged again

at 3000� g for 4 min at 4 �C. Next, the pellets are resuspended in

30 mL of nuclear lysis buffer and allowed to incubate 20 min on ice, with

vortexing every 5 min. After that, the nuclear protein samples are obtained

by centrifugation at 10,000� g for 15 min at 4�C.
5. Samples are stored at �80 �C.

2.4.2 Total protein extraction
Total protein extracts are obtained according to the method described by

Luo et al. (2004):

1. Washing and lysis are as described in the previous section, except that

RIPA buffer is used instead of lysis buffer.

2. After incubating for 10 min at 4 �C with RIPA buffer, the total protein

extracts are obtained from the supernatant of a centrifugation at

10,000� g at 4 �C for 10 min.

2.4.3 Detection and protein quantification by Western blot
1. Protein samples are quantified using the Bradford method

(Bradford, 1976).

2. 50 mg of sample is resolved in a 12.5% (w/v) SDS-PAGE gel and trans-

ferred to a nitrocellulose membrane by semidry electroblotting.

3. Membranes are stained with Ponceau S red, in order to confirm protein

loading, before being blocked by incubation for 1 h with a solution of

5% (w/v) lyophilized fat-free cow milk.

4. Antibody incubations are carried at room temperature. The primary

antibody against Nrf2 (1/600; clone 383727 from R&D Systems,
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Inc., USA) is incubated for 2 h, and the secondary antibody (1/2000;

Sc2005 from Santa Cruz Biotechnology Inc., USA) is incubated for

1 h. Membranes are washed three times with a PBS solution of 0.1%

(v/v) Tween-20 for 15 min after incubation with the primary antibody

and three times with PBS for 15 min after incubation with the secondary

antibody.

5. Immunoreactivity is detected using the ECL kit (GE Healthcare Life

Sciences, USA) according to supplier’s instructions.

3. PILOT EXPERIMENTS

To implement the delivery of H2O2 as a steady state, two pilot exper-

iments are needed:

1. The determination of the kinetics of H2O2 consumption by cells.

2. The rate of formation of H2O2 catalyzed by glucose oxidase under the

experimental conditions to be used for the steady-state incubation.

As described in detail in this volume (Marinho, Cyrne, Cadenas, & Antunes,

2013a), to set up the steady state, the concentration of H2O2 added initially is

maintained constant by adding a source of H2O2 that matches the cellular

consumption of this oxidant. Glucose oxidase is an excellent candidate

because it uses the glucose present in the growth media to produce H2O2.

3.1. Glucose oxidase activity
The determination of the rate of H2O2 production by glucose oxidase is

done in growth media in the cell incubator:

1. Add 10 mL of glucose oxidase to 990 mL of water (1/100 dilution of the

original stock solution).

2. Add 10 mL of the previous solution to a 100-mm cell culture dish with

8 mL of prewarmed and CO2 preequilibrated medium.

3. Put dish in the cell incubator.

4. Take 800 mL aliquots at different times to measure H2O2.

A plot of H2O2 concentration versus time should be linear. From the slope

calculate glucose oxidase activity as nanomolar of H2O2 produced per

minute per microliter of the 1/100 glucose oxidase solution. The activity

of the vial of glucose oxidase used in the experiments described here was

4.28 nmol/(min mL).
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3.2. Kinetics of H2O2 consumption by HeLa cells
Cells are seeded as described in Section 2.1.

1. To start the experiment add 100 mM H2O2 (bolus addition) to the

medium.

2. Take 800 mL aliquots at different times to measure H2O2 in the range

10–90 mM. Initially, when consumption is faster, take aliquots every

5 min then, when consumption is slower, 10 min between aliquots is

appropriate.

At least six time points should be recorded. Use the calibration curve to cal-

culate H2O2 concentrations andmake a plot of ln[H2O2]corrected versus time.

A correction of the H2O2 concentrations is needed to take into account the

decrease in the incubation volume caused by the removal of the aliquots to

measure H2O2. The correction is described in detail in Marinho et al.

(2013a) and is calculated as the ratio between the volume in which H2O2

consumption is measured (Volmeasurement) over the initial reaction volume

(Volinitial) as shown in Eq. (9.2):

H2O2½ �corrected¼ H2O2½ �experimental�Volmeasurement=Volinitial ½9:2�
The rate constant obtained from the slope of the plot of ln[H2O2]corrected
versus time was 0.50 min�1 mL/106 cells.

4. EXPERIMENTAL H2O2 EXPOSURE

After determining the kinetics of H2O2 consumption by cells and the

glucose oxidase activity, a full set of H2O2 experiments can be carried out.

4.1. Bolus addition
When delivering H2O2 as a bolus addition, no pilot experiments are needed.

The H2O2 profiles observed upon a bolus addition are strongly dependent

on experimental conditions, such as the number of cells and the volume of

incubation media. For all experiments, the conditions described in

Section 2.1 are used for the cell culture. Indicated initial concentrations

of H2O2 (50, 100, and 200 mM) are added to cells, and no further measure-

ments to monitor H2O2 concentrations are done.

4.2. Steady-state method
A H2O2 steady state—[H2O2]ss—can be obtained by adding the desired

concentration of H2O2 simultaneously with a quantity of glucose oxidase
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that counters the cellular H2O2 consumption by producing H2O2, and

thereby, the concentration of this compound is kept constant throughout

the test.

The rate of H2O2 production needed is calculated by applying Eq. (9.3),

where the desired steady state, the rate constant k obtained in Section 3.2,

and the conditions of the assay are used:

Vproduction¼ k� H2O2½ �ss�numberof cells=reactionvolume ½9:3�

1. The Vproduction obtained has units of concentration� time�1. For

example, to establish a 12.5 mM steady state in an assay with 1.5 million

HeLa cells in a 100-mm dish with 10 mL of reaction volume,

Vproduction is: (0.50 min�1 mL/106 cells)�12.5 mM�1.5�106 cells/

10 mL¼0.938 mM/min.

2. The number of molecules of H2O2 produced is obtained by multiplying

the value obtained in step 1 by the reaction volume: (0.938 mM/min)�
10 mL¼9.38 nmol/min.

3. By dividing the number obtained in the previous step by the activity cal-

culated in Section 3.1, we obtain the volume in microliter of the 1/100

glucose dilution needed to obtain the desired steady state: (9.38 nmol/

min)/(4.28 nmol/(min mL))¼2.2 mL.
We need 2.2 mL of a 1/100 dilution of the original glucose oxidation. To

minimize pipetting error, a 22.0 mL of a 1/1000 diluted solution would

be advisable.

4.2.1 Monitoring cell exposure to H2O2

For long exposure times (longer than 1 h), the H2O2 concentration must be

monitored and corrected. To this end, the H2O2 concentration is measured

every hour by removing an 800 mL aliquot of the medium. Only assays in

which the H2O2 concentration variation to the desired value is not higher

than 20% should be accepted.

Table 9.1 depicts an example of the monitoring and corrections made for

a 12.5 mMH2O2 steady state lasting for 6 h. After 1 h, a H2O2 concentration

of 11.8 mM was measured. The difference from the desired concentration

(12.5 mM) is (11.8–12.5)/12.5�100¼�6%. In order to correct the

H2O2 steady state to the desired value, glucose oxidase and H2O2 must

be added. For that, we consider that the difference between the H2O2 con-

centration measured and the target one is directly proportional to the
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correction needed. However, an additional correction is needed. Because

the steady-state concentration of H2O2 is maintained from a balance

between H2O2 consumption, by the cells, and H2O2 formation by glucose

oxidase, when an aliquot is taken from the media, given that the cells are

attached to the bottom of the culture dish, an unbalance is introduced by

the removal of the glucose oxidase present in the aliquot. Therefore, since

the H2O2 concentration was 6% lower than the desired one and that 8% of

the initial glucose oxidase and H2O2 were removed with the 800 mL aliquot

(i.e., 800 mL represent 8% of the original 10 mL incubation volume), we

need to add 14% of the original glucose oxidase addition, that is, 3.1 mL
of glucose oxidase 1/1000 dilution, plus 14% of the original H2O2 addition,

that is, 1.9 mL of 9 mM H2O2, in 800 mL of incubation media to restore

original volume. For practical reasons, we would add 31 mL of a 1/

10,000 glucose oxidase solution and 19 mL of 900 mM H2O2.

For incubations of 1 h or shorter, corrections are not introduced,

although H2O2 is monitored. Figure 9.1 shows typical H2O2 concentration

profiles obtained either for short or long steady-state incubations.

5. DATA HANDLING AND ANALYSIS

Following cell exposure to H2O2, Western blot data concerning acti-

vation of Nrf2 are processed:

1. The films are scanned, and the intensity of bands obtained is determined

relative to the control band (protein extract from cells that were not

exposed to any treatment), using the ImageJ software (Rasband, 1997).

Table 9.1 Monitoring H2O2 concentration during incubation with a steady state of
12.5 mM

Time (h) [H2O2] (mM)
Difference to desired
concentration (%)

H2O2 or GO
removed in
aliquot (%)

GO and H2O2

correction (%)

1 11.8 �6 þ8 þ14

2 15.0 þ20 þ8 �12

3 15.0 þ20 þ8 �12

4 11.8 �6 þ8 þ14

5 10.1 �19 þ8 þ27

6 15.0 þ20 þ8 �12

The steady state is initiated by delivering 22 mL of a 1/1000 glucose oxidase (GO) dilution and 13.9 mL of
9 mMH2O2 to a 100-mm dish containing 1.5 million HeLa cells and 10 mL incubation media. Correc-
tion is calculated as–(Difference to desired concentration (%)�% of H2O2 or GO removed).
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2. In order to correct for differences in the total amount of protein applied

to each well of the gel, we use as correction factor the relative intensity of

staining with Ponceau S red area corresponding to each well.

3. Data are plotted according to Figs. 9.2–9.4.

When delivered as a bolus addition, H2O2 caused, in a concentration-

dependent way, an increase in the nuclear, but not in the cytosolic levels

of Nrf2 within 30 min of incubation (Fig. 9.2). This is consistent with

the model in which Keap1 senses H2O2, causing the termination of both

Nrf2 ubiquitination and degradation, allowing accumulation of Nrf2 in

the nucleus. The absence of variation in the cytosolic levels of Nrf2 can

be explained by a balance resulting from its decreased degradation and its

increased nuclear translocation. This scenario changed when H2O2 was

delivered as a steady state. A fast significant accumulation of cytosolic

Nrf2 was observed in the first 15 min, while nuclear levels only changed sig-

nificantly after 2 h (Fig. 9.3). The increase in cytosolic levels was mirrored by

total Nrf2 cellular levels (Fig. 9.3). These observations are consistent with

the hypothesis that the exposure of HeLa cells to a 12.5 mM H2O2 steady

state led to a triggering of Nrf2 de novo synthesis, as described by

Purdom-Dickinson, Lin, et al. (2007) and Purdom-Dickinson, Sheveleva,

et al. (2007).

These results are confirmed if a concentration study is done (Fig. 9.4). At

15-min time, a bolus addition within a wide range of H2O2 concentra-

tions—12.5–400 mM—did not increase Nrf2 cytosolic concentration, while

a nuclear accumulation of Nrf2 was observed for 50 and 100 mMH2O2. The

increase in cytosolic Nrf2 levels was only observed for 12.5 mM H2O2

Figure 9.1 Typical profiles obtained for steady-state H2O2 incubations with HeLa cells. For
up to 1-h incubations (▪,♦,▲), the steady state is monitored at the end of the experiment.
For longer incubation times (O, X), H2O2 is monitored every hour and corrections aremade
when necessary (see corrections for a 6-h incubation in Table 9.1).
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steady state, while higher H2O2 steady-state concentrations did not trigger

this accumulation. Conversely, the fast nuclear accumulation of Nrf2 was

only observed for higher H2O2 steady-state concentrations (25 and

50 mM). It is important to note that a 25 mM steady-state concentration of

H2O2 already elicits cell toxicity after 6 h (Oliveira-Marques, Cyrne,

Marinho, & Antunes, 2007).

Figure 9.2 Establishment of adequate experimental conditions for the study of Nrf2
activation by H2O2 using a bolus addition. The indicated H2O2 concentrations were
added as a bolus to HeLa cells and Nrf2 levels in (A) cytosol and (B) nucleus were deter-
mined by Western blot. Representative Western blot for cytosolic (C) and nuclear
(D) extracts are shown. Quantification of Nrf2 protein levels was performed by signal
intensity analysis using the ImageJ software and is shown in arbitrary units relative
to control. Control of protein loading was performed by analysis of the membrane sta-
ined with Ponceau S red. Results are mean	 standard deviation of two to nine indepen-
dent experiments. *P<0.01 versus control using ANOVA followed by a Holm–Sidak post
test.
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Figure 9.3 The de novo synthesis of Nrf2 is triggered very rapidly by H2O2, while Nrf2
translocation to the nucleus is slower. HeLa cells were treated with 12.5 mM steady-state
H2O2 for the indicated times, and Nrf2 levels were determined in cytosolic, nuclear, and
total cellular extracts by Western blot. (A) Quantification of Nrf2 protein levels per-
formed as described in Fig. 9.2. (B) Representative Western blot for total cellular extracts
are shown. Results are mean	 standard deviation of 2–14 independent experiments.
*P<0.01, **P¼0.01, #P<0.05 versus control using ANOVA followed by a Holm–Sidak
post test.

Figure 9.4 Nrf2 activation by H2O2 is strongly dependent both on the concentrations of
H2O2 and on the method of H2O2 delivery. Titration of the effect of exposing HeLa cells
for 15 min to increasing H2O2 concentrations added either as a bolus or as a steady state
on nuclear (A) and cytosolic (B) Nrf2 levels. Nrf2 levels in protein extracts were deter-
mined as described in Fig. 9.2. Results are mean	 standard deviation of two to nine
independent experiments. *P<0.01 versus control using ANOVA followed by a
Holm–Sidak post test.
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Overall, these results suggest that low sustained H2O2 concentrations

trigger preferentially Nrf2 de novo synthesis without nuclear translocation.

For Nrf2 nuclear translocation to occur, an higher H2O2 concentration

or, alternatively, cell exposure to a sustained low H2O2 concentration for

a long period of time is needed. Fast nuclear accumulation of Nrf2 may only

be triggered by H2O2 at high potentially toxic levels that cannot be coped by

the cell for prolonged periods of time. Whether Nrf2 de novo synthesis is

blocked by high concentrations of H2O2 cannot be evaluated from the data

presented here because an absence of Nrf2 accumulation in the cytosol at

high H2O2 concentrations may be due to its fast translocation to the nucleus.

6. SUMMARY

This chapter describes the application of H2O2 steady-state incuba-

tions to the study of Nrf2 activation. H2O2 effects on Nrf2 activation are

strongly dependent both on the H2O2 concentration and on the method

of H2O2 delivery. The de novo synthesis of Nrf2 is triggered within 5 min

of exposure to low concentrations of H2O2, while Nrf2 translocation to

the nucleus is slower. Evidence of de novo synthesis of Nrf2 is observed only

for low H2O2 steady-state concentrations, a condition that is prevalent

in vivo.
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Abstract

NF-kB is a transcription factor that plays key roles in health and disease. Learning how
this transcription factor is regulated by hydrogen peroxide (H2O2) has been slowed
down by the lack of methodologies suitable to obtain quantitative data. Literature is
abundant with apparently contradictory information on whether H2O2 activates or
inhibits NF-kB. There is increasing evidence that H2O2 is not just a generic modulator
of transcription factors and signaling molecules but becomes a specific regulator of
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individual genes. Here, we describe a detailed protocol to obtain rigorous quantitative
data on the effect of H2O2 onmembers of the NF-kB/Rel and IkB families, in which H2O2

is delivered as a steady-state addition instead of the usual bolus addition. Solutions, pilot
experiments, and experimental set-ups are fully described. In addition, we outline a pro-
tocol to measure the impact of alterations in the promoter kB regions on the H2O2 reg-
ulation of the expression of individual genes. As important as evaluating the effects of
H2O2 alone is the evaluation of the modulation elicited by this oxidant on cytokine reg-
ulation of NF-kB. We illustrate this for the cytokine tumor necrosis factor alpha.

1. INTRODUCTION

The NF-kB/Rel family of transcription factors consists of homo- and

heterodimers of five distinct proteins p65 (RelA), RelB, c-Rel, p50 (and its

precursor p105), and p52 (and its precursor p100). NF-kB has key regulatory

roles in inflammation, innate and adaptive immune response, proliferation,

and apoptosis (Chen & Greene, 2004; Ghosh, May, & Kopp, 1998). NF-kB
activation leads to its translocation from the cytosol to the nucleus and has as

an outcome an inflammatory response characterized by an increased expres-

sion of: proinflammatory cytokines, for example, tumor necrosis factor

alpha (TNF-a), interleukin-1 (IL-1), and interleukin-6 (IL-6); chemokines,

for example, monocyte chemotactic protein-1 (MCP-1) and interleukin-

8 (IL-8); adhesion molecules, for example, intercellular Adhesion

Molecule-1 (ICAM-1), vascular cell adhesion protein-1 (VCAM-1) and

E-selectin; growth factors; and, enzymes that produce secondary inflammatory

mediators such as cyclooxygenase-2 (COX-2) and inducible NO synthase

(iNOS) (Brigelius-Flohé & Flohé, 2011). The role of H2O2 in NF-kB activa-

tion in vivo is highly controversial. Studies involving H2O2 either alone or in

conjunctionwith cytokines donot show a consistent activation ofNF-kB, and
H2O2 can activate, inhibit, or have no effect onNF-kB (reviewed inOliveira-

Marques,Marinho,Cyrne,&Antunes, 2009b). Partly this is due to the fact that

most studies on NF-kB do not apply calibrated and controlled methods of

H2O2 delivery to cells, such as the steady-state titration (Antunes &

Cadenas, 2001; Antunes, Cadenas, & Brunk, 2001). Recent studies using

delivery of H2O2 in a steady state to cells (steady-state titration) have allowed

the emergenceof a newparadigmwhereH2O2 acts not as an inducer ofNF-kB
but as a modulator of the activation of the NF-kB pathway by other agents

(Oliveira-Marques, Cyrne, Marinho, & Antunes, 2007; Oliveira-Marques

et al., 2009b). In fact, by using the steady-state titration, we previously showed
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usingMCF-7andHeLacells thatH2O2, at concentrations close to thoseoccur-

ring during an inflammatory situation, that is, 5–15 mM (Liu & Zweier,

2001; Test & Weiss, 1984), has a synergistic effect on TNF-a-dependent
translocation of p65 from the cytosol to the nucleus. This increased nuclear

translocation of p65 in the presence of H2O2 and TNF-a has as outcome

the enhanced gene expression of a subset of NF-kB-dependent genes,

including proinflammatory genes, for example, IL-8; MCP-1; TLR2; and

TNF-a, and anti-inflammatory genes, for example, heme oxygenase-1

(Oliveira-Marques et al., 2007). NF-kB, once inside the nucleus, binds to

the promoter/enhancer regions of target genes (Moynagh, 2005), the kB sites,

which have the general consensus sequence GGGRNNYYCC (R is purine,

Y is pyrimidine, andN is any base). The differential gene regulation caused by

H2O2 depends, among other factors, on the apparent affinity of kB sites in the

gene-promoter regions toward NF-kB and, the lower the affinity, the higher

the range of TNF-a concentrations where H2O2 upregulates gene expression

(Oliveira-Marques, Marinho, Cyrne, & Antunes, 2009a). This selective gene

expression has potential implications in personalized medicine because many

single-nucleotide polymorphisms are found in the kB sites of the human

genome (Kasowski et al., 2010).

Here, we present a detailed protocol that allows exploring the role of

H2O2 as a modulator of NF-kB-dependent gene expression by exposing

cells to H2O2 and cytokines in inflammatory-like conditions.

2. EXPERIMENTAL COMPONENTS AND
CONSIDERATIONS

2.1. Reagents
1. H2O2—Make fresh every day the solution using concentrated Perhydrol

30% (m/m) H2O2, density 1.11 g/ml, MW¼34.02, 9.79M. To obtain

the stock solution of H2O2 (�9–10 mM), dilute 1/1000 the concen-

trated H2O2 in water and confirm the concentration by reading the

absorbance at 240 nm (e¼43.4M�1cm�1). Keep on ice.

2. Catalase (bovine liver, Sigma C-1345, 2000–5000 units/mg protein)

1 mg/mL (in water). Can be stored for weeks.

3. Glucose oxidase from Aspergillus niger, Sigma G-0543, �200 units/mg

protein, �0.1 units/mg catalase, buffered aqueous solution (in

100 mM sodium acetate, 40 mM KCl, with 0.004% thimerosal), pH

4.5, low catalase activity. Storage temperature 2–8 �C. A working
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diluted solution (1/100, 1/1000, or 1/10,000 dilution in water) should

be made daily.

4. 0.1M Potassium phosphate buffer pH 6.5. Optionally needed for the

H2O2 calibration curve.

5. Phosphate-buffered saline (PBS)—1.5 mM KH2PO4 pH 7.4, 137 mM

NaCl, 3.0 mM KCl, and 8.0 mM Na2HPO4.

6. Cytosolic proteins buffer—50 mM HEPES, pH 7.2, 2 mM EDTA,

10 mM NaCl, 250 mM sucrose, with freshly added protease inhibitor

cocktail protease inhibitors (1 mM PMSF, 1.5 mg/mL benzamidine,

10 mg/mL leupeptin, and 1 mg/mL pepstatin), 2 mM dithiothreitol,

and the detergent IGEPAL CA-630 0.1% (v/v), all from Sigma, Saint

Louis, MO, USA.

7. Nuclear proteins buffer—Identical to the cytosolic proteins buffer

except that 250 mM sucrose was replaced by 20% (v/v) glycerol and

NaCl was 400 mM.

2.2. Cell culture preparation
To ensure that a reproducible and stable H2O2 steady state is obtained, it is

fundamental to standardize cell culture preparation, especially when using

adherent cells. When the experiment is performed, adherent cells should

have completely recovered from splitting, for example, recovered their nor-

mal shape with no signs of toxicity, with a uniform distribution throughout

the plate/flask and with a confluence between 60% and 80%. This means

that the characteristics of the adherent cell lines being used should be known

in advance and that conditions should be rigorously maintained for all exper-

iments to have reproducible results. Too many cells in a plate/flask imply a

higher H2O2 consumption and decrease in the steady state while lower cell

numbers or unrecovered cells will be more sensitive to H2O2, causing an

increase in H2O2 concentration and possibly inducing oxidative stress.

Therefore, we recommend counting and plating the cells 46 h before the

experiment. The number of cells plated is entirely dependent on the cells

doubling time to achieve 60–80% confluence at the day of the experiment.

As an example, to achieve the desired confluence in a 100-mm Petri dish,

0.9�106 MCF-7 (European Collection of Cell Cultures, Salisbury Wilt-

shire, UK) and 0.5�106 HeLa (American Type Culture Collection, Manas-

sas, VA, USA) cells are plated to get 1.8�106 and 1.5�106 cells,

respectively, after 46 h.
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For an experiment of protein or mRNA extraction, we recommend

using 100-mm Petri dishes to have enough extracted material per condition

and at the same time to have enough cell culture volume to not disturb the

system when taking aliquots for steady-state confirmation (Section 4). For

other types of experiments, such as viability assays that do not require so

many cells, it is possible to use multi-well plates (e.g., 96-well, 24-well

plates), and in such situations, the number of cells has to be adjusted to

achieve a 60–80% confluence at the day of the experiment.

2.3. Methodological considerations
WhenworkingwithH2O2, it is important tounderstand that cells are equipped

with mechanisms to rapidly consume this molecule. Although H2O2 is a mild

oxidant, high H2O2 levels can cause oxidative stress and cytotoxicity. Only at

the low/moderate levels occurring in vivo does H2O2 fulfill its potential as a

signaling molecule. The steady-state titration arises exactly from this need of

studying signaling pathways and works with doses close to the physiological

ones. The addition of a single lowH2O2 initial dose—bolus addition—might

not be enough to switch-on signalingpathwaysbecauseof the rapidH2O2con-

sumption within cells. For example, in our experiments using MCF-7 cells, a

single bolus addition of 100 mMH2O2 is consumed in less than 30 min of incu-

bation with a confluence of 60% in a 100-mm Petri dish with 10 mL of incu-

bation media. To overcome this issue, many have opted to increase the initial

H2O2 dose up to the millimolar range that is far from the physiological rele-

vance required.Again, in our hands,more than 90%ofH2O2 is consumeddur-

ing the first hour after a 1-mM bolus addition to 1.8�106 MCF-7 cells in

10 mL incubation media (Oliveira-Marques et al., 2007).

When using the steady-state titration, H2O2 consumption is balanced by

its production via glucose oxidase, an enzyme that catalyzes the formation of

H2O2 through the oxidation of glucose present in cell culture medium.

When combining the addition of glucose oxidase to the addition of

H2O2 at the desired concentration, the assay starts and keeps running at

the same concentration of H2O2. This method allows using low/moderate

concentrations of H2O2, which is fundamental to study signaling pathways,

for example, NF-kB (Marinho, Cyrne, Cadenas, & Antunes, 2013a). When

MCF-7 cells are exposed to a typical bolus addition of 1 mM H2O2 or to a

steady state of 25 mM H2O2 for 2 h, there is a translocation of NF-kB into

the nucleus (Oliveira-Marques et al., 2007). However, as shown in
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Fig. 10.1, there is a significant difference in cell viability, and so translocation

of NF-kB into the nucleus under bolus addition conditions occurs when cell

viability is already lost. This clearly illustrates the advantages of using a H2O2

steady state, where it is possible to adjust the concentration of H2O2, even

for long incubations, with no loss in cell viability.

2.4. H2O2 measurement
To have the steady-state method working properly, it is necessary to mea-

sure the actual concentration of H2O2 present in the cell culture medium so

that the H2O2 concentration is not just an assumed value based on the

amounts of glucose oxidase and H2O2 added. With either an oxygen

(O2) or a H2O2 electrode, it is possible to measure the actual concentration

of H2O2 present in the cell culture medium at a certain incubation point. An

O2 electrode allows time point measurements by adding few microliters of

1 mg/mL catalase (10–15 mL) to convert H2O2 present in the medium to

O2. We use the Oxygraph system (Hansatech Instruments Ltd., Norfolk,

UK), directly linked to a PC for registration. The O2 permeable membrane

is replaced every week and tested for quality before an experiment. When

not in use, the chamber is always filled with distilled H2O so that the mem-

brane does not dry.

The following generic method describes the typical H2O2measurements

in cell culture medium of adherent cell lines using an O2 electrode (see also

Marinho, Cyrne, Cadenas, & Antunes, 2013b):

Figure 10.1 Comparison of cell viability of MCF-7 cells upon incubation with 1 mMH2O2

bolus dose (•) or a 25 mM H2O2 steady state (▪). Cell viability was assessed by following
MTT reduction (McGahon et al., 1995).
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1. Approximately, 12 h before starting the experiment, leave the O2 elec-

trode on, with H2O in the chamber, so that the system is fully stabilized

in the day of the experiment;

2. Measure H2O2 present in the medium the following way:

a. Aspirate H2O from the electrode chamber;

b. Add the medium/solution with H2O2 and cover with the electrode

chamber cap;

c. Start recording a baseline that should be horizontal and when stable

add 10–15 mL of catalase to convert H2O2 into O2. A steep change of

the slope should be observed, if any H2O2 is present in the medium;

d. When H2O2 is fully converted, the slope should return to baseline

type and recording can be stopped;

e. Aspirate medium from the chamber and clean thoroughly by filling

the chamber up until the middle at least four times and up until the

top four times also with distilled H2O to ensure that all catalase is

removed before the next assay.

The difference between both baselines represents the quantity of H2O2 pre-

sent in the medium and can be converted in concentration by making a

calibration curve of H2O2. We prepare daily a 9-mM stock solution of

H2O2 to assess the real concentration in a spectrophotometer at 240 nm

(e240nm¼43.4 M�1cm�1) and make a calibration curve of H2O2 solutions

(in H2O) ranging from 9 to 90 mM as described in Marinho et al.

(2013b). Each measurement is performed as explained earlier.

3. PILOT EXPERIMENTS

Pilot experiments are required to calibrate the system every time there

is a change in components of the steady-state method, such as the cell line to

be used, the cell culture medium, or the batch of glucose oxidase.

3.1. Calibrating the system: Cellular H2O2 consumption
To have a continuous H2O2 source working properly, preliminary studies to

calibrate the system are required. Removal of added H2O2 depends on sev-

eral factors, such as the cellular capacity to remove H2O2, cell density, and

consumption of H2O2 by the growth medium (Oliveira-Marques et al.,

2009b). Therefore, in order to know the amount of glucose oxidase to

add to the medium studies to estimate H2O2 consumption by cells need

to be performed. Every time the conditions change, such as new medium

or the cell number in the experiment, we recommend recalibrating the
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system. We typically use in our cell culture experiments the following incu-

bation medium: RPMI 1640 medium supplemented with 10% (v/v) of fetal

bovine serum, 100 U/mL penicillin, 100 mg/mL streptomycin, and 2 mM

L-glutamine (Lonza, Basel, Switzerland), which does not interfere with

the H2O2 steady-state method. Unless otherwise explained, throughout this

chapter, we use as medium the described supplemented RPMI 1640

medium.

The following generic method describes the typical calibration for cel-

lular H2O2 consumption (see also Marinho et al., 2013a):

1. Seed cells approximately 46 h before the experiment at two/three differ-

ent final numbers. We recommend using 100-mm Petri dishes because

they are easier to handle than flasks;

2. Approximately 12 h before the experiment, leave the oxygen electrode

on, with H2O in the chamber so that the system is fully stabilized in the

day of the experiment;

3. On the day of the experiment, replace cells medium with prewarmed

new medium (9 mL) and wait for 1 h. For experiments that start in

the morning and total volumes above 50 mL, medium can be left inside

the incubator overnight; otherwise, it will take several hours to attain

37 �C;
4. During this time, prepare H2O2 stock solution and make the calibration

curve as described in Section 2.4;

5. Add 100 mM of H2O2 to cells culture medium, swirl gently, and start

counting time (cells are kept inside the incubator);

6. After 5 min, take the first aliquot of medium (800 mL minimum) and

measure H2O2 concentration with the O2 electrode as described in

Section 2.4;

7. Continue the process every 5/7 min until no H2O2 is detectable;

8. Calculate the rate of H2O2 consumption for the different conditions and

use this value to calibrate the steady-state titration experiments. Take

into consideration that when using attached cells a correction for the

medium volume is needed. The correction is calculated as the ratio

between the volume in which H2O2 consumption was measured

(Volmeasurement) over the initial reaction volume (Volinitial) as shown in

Equation 10.1

H2O2½ �corrected¼ H2O2½ �experimental�Volmeasurement=Volinitial; ½10:1�
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9. The rate constant is obtained from the slope of the plot of ln

[H2O2]corrected versus time. For HeLa and MCF-7 cells, rate constants

obtained were 0.50 and 0.43 min�1 mL/106 cells, respectively.

3.2. Calibrating the system: Glucose oxidase activity
In the presence of O2, glucose oxidase uses glucose present in the culture

medium to produce H2O2 and D-glucono-1,5-lactone. Glucose oxidase

(A. niger) activity should be tested when using a new commercial flask since

it is a fundamental parameter to establish accurateH2O2 steady states. And the

activity will depend on the assay conditions. So the correct way to calculate

glucose oxidase activity is keeping constant the exact experimental conditions

such as the cells culturemedium, the incubation temperature, and the oxygen

electrode for H2O2 measurements (see Marinho et al., 2013a).

1. Warm up 10 mL of incubation medium for 1 h in the cells incubator;

2. Dilute 1/100 glucose oxidase in H2O2 and add to the medium 10 mL;
3. Measure the actual H2O2 concentration produced every 5–7 min with

the O2 electrode as described in Section 2.4.

A plot of H2O2 concentration versus time should be linear. From the slope,

calculate glucose oxidase activity as nanomole of H2O2 produced per

minute per microliter of the 1/100 glucose oxidase solution.

4. STEADY-STATE TITRATION EXPERIMENTS

With the system fully calibrated (Section 3) and cell cultures prepared

as explained in Section 2.1, everything is set up for a steady-state titration

experiment. Prepare the number of plates for each condition to be used

in the experiment plus an extra plate for a steady-state pretest of the day.

Although all parameters are previously calculated, day-by-day errors will

be corrected with this pretesting to be sure that the H2O2 concentration

is the desired one during the assay.

Repeat points 1–4 from Section 3.1, with the exception that 7 mL of

medium is used, and continue through the following steps:

1. Add to the pretest dish the calculated volumes for H2O2 and glucose oxi-

dase to achieve the desired steady-state concentration; see (Covas,

Marinho, Cyrne, & Antunes, 2013; Marinho et al., 2013a) for examples

of calculations;

2. After 1 h of incubation, measure the external H2O2 concentration in a

800-mL aliquot. If the H2O2 concentration is not the desired one,
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recalculate the amount of glucose oxidase to be added to the assays,

assuming that the difference between the H2O2 concentration measured

and the wanted one is directly proportional to the correction needed.

For example, if the calculated amount of glucose oxidase is 50 mL,
and the steady state measured in the pretest dish is 10% higher than

the desired one, add 90% of 50 mL to the assays;

3. Start the experiments by adding the glucose oxidase units taking into

account the result obtained in the previous step;

4. Monitor H2O2 concentration every hour and at the end of the

experiment;

5. For experiments up to 1 h, no corrections are introduced. For longer

experiments, correct steady states taking into account the deviations

from the target steady state assuming a direct proportionality between

the deviation and the correction. Take also into account the removal

of H2O2 and glucose oxidase in the aliquots. A detailed calculation is

shown in Covas et al. (2013);

6. Importantly, do not make additional measurements than the needed

ones to avoid disturbing unnecessarily the system.

It is worth mentioning that if using 96-well plates it is important to have

several replicates to be able to pool the medium from several wells, for exam-

ple, four wells with 200 mL each, and measure an average for H2O2 steady-

state concentration.

5. NF-kB FAMILY PROTEIN LEVELS

Cells treated with H2O2 in steady state can be processed to analyze

signaling pathways. For the NF-kB/Rel and IkB families, we typically per-

form the analysis of protein levels by immunoblot. We set up the H2O2

steady-state conditions as explained in previous sections in the range of

5–25 mMH2O2. Petri dishes of 100-mm usually give enough protein mate-

rial for good immunoblot signals and are adequate and easy to handle for

H2O2 steady-state methodology.

We recommend organizing your samples in groups of treatment that

should be directly compared and keep in mind having time to measure all

H2O2 concentrations in the O2 electrode before protein extraction. Have

an untreated control plate for each time point. For the NF-kB family mem-

bers’ protein levels, we use four conditions per time: control; steady-state

H2O2; TNF-a; steady-state H2O2 plus TNF-a added simultaneously.
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TNF-a (Human Recombinant, Sigma, Saint Louis, MO, USA) is used at

0.37 ng/mL and does not interfere with the steady-state H2O2 level.

We next describe the steps for cellular sub-fractioning to collect both

cytosolic and nuclear proteins from the same samples.

5.1. Protein extraction
Several protein extraction protocols might be used. Here, we detail a frac-

tionated protocol we have been using to analyze NF-kB/Rel- and IkB fam-

ily members levels separately in cytosolic and nuclear compartments. The

following procedure should bemade in cold (Oliveira-Marques et al., 2007).

1. At the end of the incubation time, check the H2O2 concentration as

explained before and follow to extraction procedure. If the H2O2 con-

centration differs more than 20% from the desired one, the experiment

is discarded;

2. Aspirate the medium and wash the 100-mm plates with cold PBS;

3. Add 500 mL of cytosolic proteins buffer, scrape cells, and transfer the

mixture to a sterile 1.5-mL tube;

4. Repeat the procedure with 100 mL of cytosolic proteins buffer and pool
mixtures;

5. Centrifuge the tubes at 3000 g for 4 min at 4 �C;
6. Collect the supernatant that contains the cytosolic proteins to new

tubes;

7. Wash the pellet with 300 mL of cytosolic buffer and centrifuge as in

step 4;

8. Discard supernatant and resuspend the pellet with 30 mL of nuclear pro-
teins buffer;

9. Keep tubes on ice for 20–25 min and extract proteins by vortexing

three times during that period;

10. Centrifuge samples at 10,000 g for 10 min at 4 �C;
11. Collect to new tubes the enriched supernatant with nuclear proteins;

12. Quantify protein concentration by the Bradford method, which has

low interferences.

5.2. Western blot
The following conditions have been used by us for studying the effect of

H2O2 on NF-kB/Rel and IkB families. All proteins are analyzed on either

8% or 12.5% polyacrylamide gels. LMW-SDS protein markers from GE

Healthcare Life Sciences (Uppsala, Sweden) or LMW protein markers from
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NZYTech (Lisboa, Portugal) are used. Antibodies sc-372 (1:1000), sc-70

(1:300), sc-371 (1:800), sc-945 (1:400), and sc-7156 (1:800) are incubated

for 2 h and used to identify p65, c-Rel, IkB-a, IkB-b, and IkB-e, respec-
tively (all from Santa Cruz Biotechnology, Santa Cruz, California, USA).

The bands corresponding to each protein are then quantified by signal inten-

sity analysis, with normalization to the protein loading (membrane stained

with Ponceau S). We use the ImageJ software for band intensity quantifica-

tion (Rasband, 1997).

6. NF-kB-DEPENDENT GENE EXPRESSION

The H2O2 steady-state method can also be applied to study gene

expression regulated by NF-kB. All current methods to assess gene expres-

sion, such as real-time PCR and gene expression microarrays, can be

adapted for cell culture exposure to H2O2 in steady state by following the

steps extensively described in previous sections. One of the first decisions

to make is the quantity of material that will be needed to measure gene

expression and set up the system with the appropriate number of cells for

the Petri dishes or multi-well plates chosen.

To exemplify, we describe the study of NF-kB regulation of gene expres-

sion usingHeLa cells transiently transfected with a reporter plasmid containing

different kB regions. As before, we use TNF-a as a classical NF-kB inducer

and analyze the modulatory effects elicited by a H2O2 steady state.

6.1. Plasmid constructs
Experimental kB reporter plasmids are generated using common molecular

biology techniques by inserting a minimal promoter in the pGL3-basic vec-

tor (Promega, Madison, WI, USA) with BglII (50end) and HindIII (30end)
restriction enzymes (New England Biolabs, Ipswich, England):

50-GATCTGGGTATATAATGGATCCCCGGGTACGCAGCTCA-30.
The kB sequences (Udalova, Mott, Field, & Kwiatkowski, 2002) are

inserted upstream the minimal promoter, between the KpnI/SacI restriction

site, with the following general sequence: 50-GCT-kB-CTGGCTCCT-k
B-CTCAGCT-30. We tested three different kB sequences: kB1-
GGGGACTTCC; kB2-GGGGATTCCC and kB3-GGGAATTTCC.

6.2. Cellular transfection and reporter gene assays
For reporter gene assays, we use the Dual-Luciferase Reporter Assay System

(Promega, Madison, WI, USA) where cells are cotransfected with the
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experimental plasmid that has the firefly luciferase and a second control plas-

mid pRL-SV40 (Promega, Madison, WI, USA) that bears the renilla lucif-

erase, important to normalize luminescence. Setting up the right amount of

DNA to transfect is important for transfection efficiency, taking also in con-

sideration the ratio between the plasmids to avoid interferences between

promoters. An excess of cytotoxicity that might be introduced by transfection

methods shouldbe avoided, even if at the cost of a lower transfection efficiency,

since H2O2 steady state could become toxic if cells are not healthy when

starting the experiment. The first step is to choose the appropriate type of trans-

fection reagent. Lipofectamine (Invitrogen, Carlsbad, California, USA) is

widely used, but here we tested fugeneHD (Roche, Mannheim, Germany),

which gave a good balance between transfection efficiency and toxicity. As

recommended by the manufacturer, we do several tests to choose the appro-

priate transfection reagent quantity to use, but also test for the time to let cells

recover from transfection, before starting the steady state. We recommend at

this stage to runviability assays, such asMTT(McGahonet al., 1995), or alamar

blue (O’Brien,Wilson, Orton, & Pognan, 2000), before initiating with lumi-

nescence experiments. For example, we observed that transfection per se was

leading to approximately 50% loss in cell viability. Importantly, we had to

reduce glucose oxidase volume to 50% of the usual volume to maintain the

desired H2O2 steady state (Oliveira-Marques et al., 2009a).

The following procedure exemplifies a typical transfection experiment

and H2O2 steady-state treatment to assess NF-kB-dependent gene

expression.

1. Plate HeLa cells onto 24-well plates at a density of 4.5�104 cells/well in

500 mL of medium;

2. Let cells recover for 24 h;

3. Prepare the transfection mixture of fugeneHD: DNA 5:2 (v/m) in Opti-

MEMmedium (Invitrogen, Carlsbad, California, USA) and incubate for

20 min at room temperature;

4. Replace cells mediumwith 500 mL of fresh mediumwithout antibiotics;

5. Add in a drop-wise manner 18 mL of the transfection mixture. This mix-

ture contains 180 ng of kB experimental plasmid, 9 ng of pRL-SV40

control plasmid, and 171 ng of pGL3-basic plasmid and 0.9 mL of

fugeneHD;

6. Swirl the wells to ensure distribution over the entire plate surface. Per-

form the assay within 24 h;

7. Expose cells to steady-state H2O2 as explained in Section 4 and TNF-a
concentrations ranging from 0.18 to 50 ng/mL. Use 800 mL of medium
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per well to allow an accurate measurement of H2O2 with the oxygen

electrode;

8. Incubate cells for 4 h. Exceptionally, intermediate corrections of H2O2

should not be made, because they would imply the use of several repli-

cate wells, as all medium from one well is needed to measure H2O2. This

is a cost/quality balance choice. For a system calibrated to achieve 25 mM
H2O2 steady state, we normally measured 21 mM of H2O2 after a 4 h

incubation;

9. Lysis and luciferase analysis were assayed accordingly to themanufacturer

instructions. Luminescence is read with the luminometer Zenyth 3100

with 1 s of integration time, one sample at a time because of the rapid

decreased of the renilla signal. Each sample is read in triplicate.

Figure 10.2 shows the effect of H2O2 onNF-kB-dependent gene expression
as a function of the kB site. The effect of H2O2 is dependent on the affinity

of the kB site towardNF-kB, with genes with high-affinity sites (kB2) being
modulated byH2O2 at lower levels of TNF-a, while genes with low-affinity
sites (kB1) are modulated by H2O2 at higher levels of TNF-a (Oliveira-

Marques et al., 2009a). Themedium-affinity site (kB3) gives an intermediate

response.

Figure 10.2 Effect of H2O2 on gene expression of NF-kB-dependent-reporter genes.
The effect shown is the change elicited by H2O2 on TNF-a-dependent expression.
*p<0.001; **p¼0.012; ***p¼0.002. Data are replotted from Oliveira-Marques et al.
(2009a).
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7. SUMMARY

This chapter presents an description of experimental components nec-

essary to study NF-kB activation by H2O2 in a rigorous quantitative way.

For that, cells are exposed to H2O2 steady states, by balancing the cellular

H2O2 consumption with the production of H2O2 with glucose oxidase,

which catalyzes the oxidation of glucose present in the growth media.

H2O2 is monitored during the assays, and so the experimental H2O2 profiles

are independent of the experimental conditions, facilitating the acquisition

of reproducible data. Under these conditions, the variation of subtle biolog-

ical responses as a function of H2O2 concentration can be obtained. This

contrasts with experiments where H2O2 is delivered as a single initial

dose—bolus addition—where H2O2 profiles and the amount of H2O2

delivered per cell are strongly dependent on the experimental conditions.

We illustrated the advantage of the steady-state delivery methodology by

showing that selective gene regulation by H2O2 occurs for genes that have

kB sites in the promoter region with different affinity toward NF-kB. Thus
H2O2 regulation may play an important role in the design of personal med-

icine drugs that target NF-kB, because single-nucleotide polymorphisms

present in the kB sites are responsible for different gene expression patterns

in humans.
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Abstract

Platelet-derived growth factor (PDGF) receptor a (PDGFRa) belongs to the 58-member
family of receptor tyrosine kinases and contributes to a variety of physiological and path-
ological settings. Activation of PDGFRa proceeds by at least two mechanisms. The tra-
ditional route involves PDGF-dependent dimerization and activation of the receptor’s
intrinsic kinase activity. The second mechanism proceeds intracellularly and involves
reactive oxygen species and Src family kinases, which activate monomeric PDGFRa.
Herein we describe an assay to investigate reactive oxygen species-mediated phosphor-
ylation of PDGFRa that is independent of the receptor’s intrinsic kinase activity.

Platelet-derived growth factor (PDGF) receptor a (PDGFRa) is one mem-

ber of the receptor tyrosine kinases family that contains 58 members in

humans (Robinson, Wu, & Lin, 2000). PDGFRa consists of 1067 amino

acids with 5 extracellular immunoglobulin loops, a single hydrophobic

transmembrane-spanning domain and a split intracellular tyrosine kinase

domain. PDGFRa knockout mice die during embryonic development; it

appears that PDGFRa is required for neural crest cell development and

for normal patterning of the somites (Olson & Soriano, 2009; Soriano,

1997). Growing evidence suggests a pivotal role for PDGFRa signaling in
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various types of mesenchymal cell/fibroblast-driven pathologies such as gas-

trointestinal stromal tumor and atherosclerosis (Andrae, Gallini, & Betsholtz,

2008; Olson & Soriano, 2009).

In the PDGF family there are five members: PDGF-A, -B, -AB, -C, and

-D (Lei, Rheaume, & Kazlauskas, 2010). PDGF-A is specific for PDGFRa,
that is, it assembles only PDGFRa homodimers. PDGF-AB, -C, and -B

not only assemble PDGFRa homodimers but also induce the formation of

PDGFRa/b heterodimers. In addition, PDGF-B is capable of inducing

PDGFRb homodimers. Ligand-driven dimerization of PDGFR activates its

intrinsic kinase activity and triggers intracellular signaling cascades driven by

enzymes such as Ras/mitogen-activated protein kinases, phosphoinositide

3-kinase/Akt, and phospholipase Cg/protein kinase C. These signaling cas-

cadesmediate PDGF-induced cellular responses such as proliferation, survival,

and migration (Andrae et al., 2008; Olson & Soriano, 2009).

Activation of PDGFRa via PDGFs is not the only way that this receptor

can be activated. Growth factors outside of the PDGF family indirectly acti-

vate PDGFRa by triggering an intracellular mechanism involving reactive

oxygen species and Src family kinases (Lei & Kazlauskas, 2009). Because this

mechanism of activating PDGFRa does not induce dimerization and sub-

sequent internalization and degradation (Lei, Rheaume, Velez, Mukai, &

Kazlauskas, 2011), the receptor’s output is prolonged and triggers signaling

events that culminate in suppression of p53 (Lei et al., 2011). Reducing the

level of p53 increases cell viability (Baker et al., 1989); hence indirectly acti-

vating PDGFRamay be a strategy to survive a variety of stressful conditions.

The key point of the preceding section is that PDGFRa can be activated by

more than one mechanism, which triggers nonidentical signaling events and

cellular responses.

1. CONSTRUCTION OF KINASE-DEAD PDGFRa

The increase in tyrosine phosphorylation of PDGFRa that results

from exogenously added H2O2 is likely to arise from either inactivation

of tyrosine phosphatases and/or activation of kinases (Lei & Kazlauskas,

2009). These kinases include the receptor itself, which is capable of

autophosphorylating, and/or other tyrosine kinases (such as Src family

kinases) that phosphorylate PDGFRa (Lei & Kazlauskas, 2009). To inves-

tigate if autophosphorylation was required for H2O2-mediated tyrosine

phosphorylation of PDGFRa, we tested if a kinase-inactive PDGFRa
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mutant (which is incapable of autophosphorylating) was tyrosine phosphor-

ylated when cells were exposed to H2O2.

A kinase-inactive mutant of PDGFRa (K627R, called R627 herein) was

constructed in pLHDCX3-PDGFRa (human wild type (WT)) using the

following set of mutagenic oligonucleotide primers: (gi:61699224:

2014–2041) 50-GAAAGTTGCAGTGAGGATGCTAAAACCC-30 and

its complimentary oligonucleotide by following instructions provided with

QuickChange XL Site-Directed Mutagenesis Kit (Stratagene, La Jolla, CA).

Briefly, the first step was to synthesize the mutant strands in the reaction

(reaction buffer, pLHDCX3-PDGFRa (WT), the oligonucleotide primers,

dNTP, and pfu turbo DNA polymerase) by thermal cycling (95 �C for

1 min, 95 �C for 50 s, 60 �C for 50 s, 68 �C for 8 min for 18 cycles, and

68 �C for 7 min). Then the DpnI restriction enzyme was used to digest

the parental DNA (WT) by incubating the enzyme with the reaction mix-

ture at 37 �C for 1 h. Two microliters of the DpnI treated DNA was mixed

with the ultracompetent cells and incubated on ice for 30 min. The tubes

containing the mixture were heat-pulsed in a 42 �C water bath for 90 s

and then incubated on ice for 5 min. The mixture was then plated on an

agar plate supplemented with ampicillin overnight. Three clones were

picked, and one of them was characterized as outlined below.

The sequence of the mutated PDGFRa in the plasmid was determined

by DNA sequencing. These two constructs (WT and mutant) were then

transfected into 293GPG cells and the resulting retroviruses were used to

infect F cells, which are immortalized fibroblasts from mice with both

knockout of pdgfra and pdgfrb. The successfully infected cells named Fa
and R627 were selected in histidine-free Dulbecco’s Modified Eagle

Medium (DMEM) supplemented with histidinol (5 mM) and 10% FBS

for 2 weeks.

2. CHARACTERIZATION OF THE KINASE-INACTIVE
RECEPTOR

The following experiment was to test the kinase activity of mutant

PDGFRa. Fa and R627 cells were grown to near confluence in DMEM

supplementedwith10%FBS in 10-cmcell-culture dishes, and then serum star-

ved for 24 h. These cells were treated with or without PDGF-A (50 ng/ml)

for 10 min, and the cell lysates were prepared in ice-cold extraction

buffer (EB) [10 mM Tris–HCl (pH 7.4), 5 mM ethylenediaminetetraacetic

acid (EDTA), 50 mM NaCl, 50 mM NaF, 20 mg/ml aprotinin, 1 mM
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phenylmethanesulfonyl fluoride, 2 mMNa3VO4, and 1%TritonX-100]. The

lysates were quantitated using a Bicinchoninic Acid Protein Assay Kit.

The following steps were taken to immunoprecipitate PDGFRa from the

cell lysates. Protein A conjugated agarose was transferred into microtubes

(50 ml each tube) and then washed once with 1 ml EB buffer. Anti-PDGFRa
rabbit serum (1 ml, 27P) was then incubated with the agarose in EB (500 ml) at
4 �C with gently rocking for 1 h. After a 15 s spin at 13,000� g, the superna-

tant was removed, lysates (1 mg) were transferred into each tube (1 ml per

tube) and gently rocked for 4 h at 4 �C. The agarose beads were washed five
times with EB, sample buffer (EDTA 5 mM, SDS 2%, dithiothreitol 100 mM,

sucrose 10%,Tris–HCl 100 mM, and bromophenol blue 0.1%)was added and

boiled for 5 min.

The proteins recovered by immunoprecipitation were resolved on a 10%

sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) gel

and transferred onto a polyvinylidene difluoride (PVDF) membrane, which

was subjected toWestern blotting: themembranewas blocked for 1 h at room

temperature in a blocking buffer with gently rocking; an antiphospho-tyrosine

(pY20) antibody was used as a primary antibody (1–1000 dilution in blocking

buffer (2% BSA, 0.05% Tween 20, 0.005%NaN3, 2 mMTrizma Base, 8 mM

Trizma HCl, 154 mM NaCl), overnight incubation at 4 �C with gently

rocking); the membrane was washed with washing bufferþ0.05% Tween

three times, 10 mineach time; anantimousehorseradishperoxidase conjugated

antibody was used as a secondary antibody (1–5000 dilution in a Blotto buffer

(2.5 %Non-fat dry milk, 0.05%Tween 20, 2mMTrizma Base, 8 mMTrizma

HCl, 154 mM NaCl) for 30 min at room temperature with gently rocking).

TheWestern blotwas developed using chemiluminescence (SuperSignalWest

Pico, Thermo Scientific Inc.). Themembranewas stripped and then reprobed

with the anti-PDGFRa 27P antibody (Lei & Kazlauskas, 2009) (Fig. 11.1).

The results showed that PDGF-A stimulated phosphorylation of WT

but not the mutant PDGFRa. These findings support the idea that

autophosphorylation of PDGFRa is essential to ligand-induced tyrosine phos-
phorylation of PDGFRa, and that the R627 mutant does not own this

function.

3. DETECTION OF H2O2-MEDIATED PHOSPHORYLATION
OF KINASE-INACTIVE PDGFRa

Like PDGF, H2O2 can stimulate phosphorylation of PDGFRa
(Sundaresan, Yu, Ferrans, Irani, & Finkel, 1995). To investigate if

autophosphorylation was required for this H2O2-driven event, we
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performed experiments as shown in Fig. 11.2. R627 cells were treated with

PDGF-A, H2O2, or vehicle for 10 min. The lysates were subjected

to immunoprecipitationwith the PDGFRa 27P antibody, and the recovered
proteins were separated in 10% SDS-PAGE and then transferred onto a

PVDF membrane, which was subjected to Western blot analysis using an

antiphospho-tyrosine antibody (PY20). The membrane was stripped and

reprobed with the anti-PDGFRa 27P antibody (Lei & Kazlauskas, 2009)

(Fig. 11.2).

In contrast to PDGF, H2O2 promoted tyrosine phosphorylation of

PDGFRa (Fig. 11.2). This observation revealed that the two agonists

Figure 11.1 PDGF-A failed to stimulate phosphorylation of the mutant PDGFRa.
PDGFRa was immunoprecipitated from lysates that were prepared from resting (�)
or PDGF-stimulated (þ) mouse fibroblasts (pdgfra�/� and pdgfrb�/�) expressing
wild type (WT) or mutant K627R (R627) PDGFRa. The resulting samples were subjected
to Western blot analysis using an antiphospho-tyrosine antibody (top panel). The mem-
brane was stripped and reprobed with the anti-PDGFRa antibody (bottom panel).

Figure 11.2 H2O2 stimulated phosphorylation of kinase-inactive PDGFRa. R627 cells
were serum starved for 24 h and treated with PDGF-A or H2O2 for 10 min. The clarified
lysates were immunoprecipitated with an anti-PDGFRa antibody, and the resulting sam-
ples were subjected to Western blot with an antiphospho-tyrosine antibody (top panel).
The membrane was stripped and reprobed with the anti-PDGFRa antibody (bottom
panel).
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engaged different mechanism to increase tyrosine phosphorylation of

PDGFRa. While the PDGF-mediated mechanism was absolutely depen-

dent on the kinase activity of PDGFRa, the H2O2-mediated route appeared

to involve kinases other the PDGFRa itself. This observation suggests that

there are tyrosine kinases capable of phosphorylating PDGFRa, and that

their ability to do so is enhanced by H2O2.

4. IMPLICATION

The studies presented in this review article highlight that there are

H2O2-activateable tyrosine kinases that are capable of phosphorylating

PDGFRa. Src family kinases can be both activated by H2O2 and phosphor-

ylate PDGFRa (Lei & Kazlauskas, 2009; Lei et al., 2011). Thus H2O2/Src

family kinases-mediated activation of PDGFRa may be a previously

unappreciated mechanism contributing to physiological and/or pathological

settings in which H2O2 is elevated.
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Abstract

Under normal physiological conditions, cells use oxidants, particularly H2O2, for signal
transduction during processes such as proliferation and migration. Though recent pro-
gress has been made in determining the precise role H2O2 plays in these processes,
many gaps still remain. To further understand this, we describe the use of a dominant
enhancer screen to identify novel components of a redox-regulated cell migration and
adhesion pathway in Drosophila melanogaster. Here, we discuss our methodology and
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progress as well as the benefits and limitations of applying such an approach to study
redox-regulated pathways. Depending on the nature of these pathways, unbiased
genetic modifier screens may prove a productive way to identify novel redox-regulated
signaling components.

1. INTRODUCTION

Oxidants are generated within organisms as unwanted by-products of

aerobic respiration, but they also function as signaling molecules in physio-

logical processes such as proliferation, cell migration, and adhesion (Finkel,

2011; Flohe, 2010; Janssen-Heininger et al., 2008; Rhee, Bae, Lee, &

Kwon, 2000). These physiological functions are carried out by mild oxi-

dants, such as H2O2, in a compartmentalized and coordinated fashion

through the reversible oxidation of target proteins (Finkel, 2011; Flohe,

2010; Janssen-Heininger et al., 2008; Rhee et al., 2000). Thoughmuch pro-

gress has been made identifying such protein targets and the regulatory com-

ponents of redox signaling pathways, significant gaps in our knowledge still

remain. Most efforts have focused on proteomic methods to identify redox

sensitive proteins that may be pathway components (Chouchani, James,

Fearnley, Lilley, & Murphy, 2011; Thamsen & Jakob, 2011). Here, we

describe an alternative approach, in which a specialized type of genetic

screen, a dominant modifier screen (Simon, Bowtell, Dodson, Laverty, &

Rubin, 1991; St Johnston, 2002), is used to elucidate redox-regulated path-

way components. Dominant modifier screens have been used extensively to

identify new components of phosphorylation-based signaling pathways

(Jorgensen & Mango, 2002; St Johnston, 2002) and could potentially yield

novel and hitherto unsuspected components when applied to H2O2-

regulated processes.

To illustrate how such an approach would work in practice, we discuss

an in vivo modifier screen currently being conducted to identify

unrecognized components of a redox-regulated cell adhesion and migration

pathway. For this screen, we use aDrosophila melanogaster fly strain harboring

a mutation in a gene encoding a H2O2-degrading peroxiredoxin called

jafrac1. Mutations in this peroxiredoxin gene cause defects in the adhesion

of a particular cell type, germ cells, during their migration into Drosophila

embryos. We then introduce second-site mutations and test their ability

to modify the germ cell migration phenotype. We expect the genes identi-

fied from this screen to encode proteins that impact on novel components of
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this pathway. Before discussing modifier screens further, we briefly describe

germ cell migration, and the mutant phenotype we are trying to better

understand.

2. MUTATIONS IN AD.MELANOGASTERGENE ENCODING
A PEROXIREDOXIN CAUSE GERM CELL ADHESION
AND MIGRATION DEFECTS

Regulated adhesion between cells and their environment is critical for

normal cell migration. To study this process in vivo, we use Drosophila germ

cell migration as a model (Richardson & Lehmann, 2010). Germ cells ini-

tially form at the posterior pole of the embryo (Fig. 12.1A), and as the

embryo develops, they are carried along into the embryo proper

(Fig. 12.1B). Maintaining the appropriate contacts between germ cells

and the rest of the embryo is critical during this stage of migration

(DeGennaro et al., 2011).

Through a screen, we previously identifiedmutations in jafrac1 that caused

germ cells to fail to be internalized into the embryo during their migration,

leaving some germ cells trailing on the outside of the embryo (Fig. 12.1C

andD;DeGennaro et al., 2011). jafrac1 encodes a homolog of the human cyto-

solic typical 2-cysteine peroxiredoxin II, which acts as a peroxidase catalyzing

the reduction of H2O2 and alkyl hydroperoxides (Kang et al., 1998; Lee et al.,

2009; Rodriguez, Agudo,Van Damme, Vandekerckhove, & Santaren, 2000).

Wild type jafrac1null mutant

~2.5 h
after egg laying

~4.5 h
after egg laying

A C

Wild type jafrac1null mutant

B D

Figure 12.1 The peroxiredoxin, Jafrac1 is required for germ cell internalization during
embryogenesis. (A and B) Images of representative wild-type embryos (w1118) approx-
imately 2.5 h (A) and 4.5 h (B) after egg laying. (C and D) Images of representative
embryos from jafrac1null homozygous mutant mothers approximately 2.5 h (C) and
4.5 h (D) AEL. Embryos were stained for Vasa protein to mark germ cells (brown).
Embryos are oriented with the posterior to the right, anterior to the left, dorsal up,
and ventral down.
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Further experimentation showed that in embryos from jafrac1mutantmothers,

germ cells lose adherence to the embryo during their internalization due to a

disruption in the cell–cell adhesionmolecule DE-cadherin (DeGennaro et al.,

2011; Harris & Tepass, 2010). Indeed, mutations in the gene shotgun (shg),

which encodes DE-cadherin, cause similar germ cell internalization defects

(DeGennaro et al., 2011). As Jafrac1 is a peroxidase, we wanted to know

whether increased H2O2 levels were responsible for the germ cell adhesion

defect. Treating embryos with H2O2 caused a decrease in the protein levels

of DE-cadherin suggesting that Jafrac1 might regulate germ cell adhesion

by controlling H2O2 levels (DeGennaro et al., 2011). Given that jafrac1

mutants have a distinct cell migration phenotype that is caused at least in part

by redox changes such as those brought about byH2O2, we decided to harness

the power of Drosophila genetics and conduct an unbiased modifier screen.

3. DOMINANT MODIFIER SCREENS

Modifier screens have been successfully used to identify missing com-

ponents of genetic pathways (Jorgensen &Mango, 2002; Rubin et al., 1997;

St Johnston, 2002). Such a screen normally begins with a strain of defined

genetic composition and robust phenotypic defect. Second-site mutations

are then introduced into this strain and assayed to determine if they enhance

(worsen) or suppress (ameliorate) the starting phenotype. Second-site muta-

tions that modify the phenotype may be in genes that fall within the same

pathway that is perturbed in the starting strain. Secondary screens must then

be conducted to confirm whether the modifying gene acts in the same path-

way, a parallel one, or nonspecifically influences the process (Jorgensen &

Mango, 2002; Karim et al., 1996; Rubin et al., 1997; St Johnston, 2002).

A particularly useful type of modifier screen is a sensitized screen for

dominant modifiers. This screen is based on the premise that while a 50%

reduction in the wild-type levels of a protein is most often sufficient for nor-

mal function (there are very few loci that have observable haploid pheno-

types (Deutschbauer et al., 2005; Lindsley et al., 1972)) when a particular

process is already partially disrupted by another mutation, this 50% reduction

might no longer suffice (Rubin et al., 1997; St Johnston, 2002). It has been

shown that for most, but not all, genes, the level of expression of a locus is

proportional to the gene copy number (Malone et al., 2012; Springer,

Weissman, & Kirschner, 2010). Therefore, if mutating one copy of a gene

modifies a phenotype in a genetic background where a pathway of interest is
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already partially perturbed (sensitized), then this gene is likely to be involved,

directly or otherwise, in the pathway. Rubin et al. carried out some of the

first and most successful screens of this type, identifying several signal trans-

duction components downstream of the receptor tyrosine kinase, Sevenless

(Rubin et al., 1997; Simon et al., 1991).

This approach has two important advantages. First, recessive lethal muta-

tions can be isolated since they are screened in a heterozygous state. Second,

unlike most screens which require at least two generations (F2 and F3

screens) to isolate homozygous mutants, the progeny of the mutagenized

flies can be screened directly (F1 generation) because they need not be made

homozygous. This increases the throughput of the screen by an order of

magnitude (St Johnston, 2002). Given these advantages, we decided to

use this approach to search for new components of the jafrac1 pathway.

4. CONDUCTING A DOMINANT MODIFIER SCREEN
TO IDENTIFY MISSING COMPONENTS
OF A REDOX-REGULATED GERM CELL
MIGRATION PATHWAY

In the following sections, we discuss the methods and experiments

conducted to identify components of the jafrac1-regulated germ cell migra-

tion pathway. We also discuss alternative ways of screening where

applicable.

4.1. D. melanogaster strains
The following strains were used in this study:

– y1 P{SUPor-P}Jafrac1KG05372 (referred to as jafrac1null)

– jafrac1null; P{hs-hid, wþ} wgSp�1/CyO (P{hs-hid, wþ} wgSp�1 is referred to

as Sp hs-hid)

– PBac{PB}Jafrac1f08066 (is referred to as jafrac1hypo)

– jafrac1hypo; hs-hid/CyO

– w1118;Df(2R)BSC814/SM6a (Df(2R)BSC814 is referred to as shgnull)

– Deficiencies spanning 2L and 2R from the Bloomington deficiency kit

(Cook et al., 2012; Parks et al., 2004)

– pr1 cad2 P{neoFRT}40A/CyO (pr1 cad2 P{neoFRT}40A is referred to as

cad2)

– y1w67c23;P{EPgy2}PompEY06518/CyO(P{EPgy2}PompEY06518 is referred

to as pompEY)

201Genetic Modifier Screens to Elucidate Redox-Regulated Pathways



– w*; Df(2L)vari48EP Pomp48EP vari48EP/CyO (Df(2L)vari48EP Pomp48EP

vari48EP is referred to as vari48EP)

– y1 w*; Mi{MIC}CG9328MI02953/SM6a (Mi{MIC}CG9328MI02953 is

referred to as CG9328MI)

– y1; P{SUPor-P}CG9328KG09432; ry506 (P{SUPor-P}CG9328KG09432 is

referred to as CG9328KG09)

– y1; P{SUPor-P}CG9328KG02184/CyO; ry506 (P{SUPor-P}

CG9328KG02184 is referred to as CG9328KG02)

– w1118; Mi{ET1}CG33322MB07355(Mi{ET1}CG33322MB07355 is

referred to as CG33322MB).

All strains used in this study were obtained from the BloomingtonDrosophila

Stock Center at Indiana University except for the jafrac1hypo strain, which

was from Exelixis at Harvard Medical School (Thibault et al., 2004).

4.2. D. melanogaster culture and husbandry
Flies were maintained at 25 �C and 60% humidity on media (3.6% (v/v)

molasses (LabScientific Inc.), 0.532% (w/v) agar (MoorAgar Inc.), 3.6%

(w/v) cornmeal (LabScientific Inc.), 1.488% (w/v) yeast (LabScientific

Inc.), 0.112% (w/v) Tegosept® (Sigma), 1.12% (v/v) ethanol (Fisher Scien-

tific), 0.38% (v/v) propionic acid (Fisher Scientific)) in polystyrene vials.

Virgin females were used for all crosses conducted for this study. Since

female flies do not mate within the first 8 h of adulthood, virgin females

can be obtained by collecting flies within 8 h of their eclosion (emergence

from their pupal case). For each cross, approximately 20 virgin females were

mated with 10 males in polystyrene vials containing 20–24 ml of culture

media. Files were transferred to fresh vials every 1 or 2 days for up to 10 days.

4.3. Choosing a suitable genetic background
In order to attempt a dominant modifier screen, an appropriate genetic

background must first be identified. The most important consideration

before starting such a screen is that the phenotype and the methods used

to measure it are robust and consistent.

If one is interested in finding genes that enhance a phenotype, then a sen-

sitized background must be identified, where the expression of the gene or

the activity of its product is substantially altered, but a weak or absent phe-

notype is exhibited. For example, we identified a loss-of-function allele of

jafrac1 (called jafrac1hypo) that has greatly reduced RNA expression

(Fig. 12.2A) but exhibits largely normal germ cell migration when
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homozygous or in combination with a null allele of jafrac1 (Fig. 12.2B). To

demonstrate that this background was sensitized enough to be dominantly

modified, we crossed a null allele of shg (the gene that encodes

DE-cadherin), which has previously been shown to interact with jafrac1

(DeGennaro et al., 2011). The shg null allele substantially dominantly

enhanced the germ cell migration defect, demonstrating that this back-

ground is suitable for screening (Fig. 12.2B).

If a stronger loss-of-function mutation is used, one can screen for dom-

inant suppressors, or if an intermediate is chosen potentially, both enhancers

and suppressors can be screened for. Whether one chooses to screen for

enhancers, suppressors, or both depends on what one is hoping to find

and on the phenotype being investigated. Typically, many genes can

enhance a mutant phenotype, while only mutations in a few key regulators

suppress (Jorgensen & Mango, 2002; Karim et al., 1996).

In addition to using loss-of-function mutations, sensitized backgrounds

can be generated with neomorphic alleles, RNA interference (RNAi), or

gene overexpression. If dominant mutations or transgenes are used to create

a sensitized background, the number of crosses needed to perform the screen

might be reduced, as they need not be made homozygous.
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Figure 12.2 A weak loss-of-function allele of jafrac1 can be used to screen for
enhancers. (A) The levels of jafrac1 RNA are significantly reduced in embryos from
jafrac1hypo mothers when compared to a heterozygous control as measured by
RT-PCR. (B) Germ cells in embryos from wild type (w1118), jafrac1 transheterozygotes
or shg heterozygotes rarely fail to internalize and as such are not often observed on
the outside of the embryo. However, when one copy of shg is removed from embryos
from jafrac1 transheterozygous mutant mothers, the number of germ cells that fail to
internalize increases. Data are the means� standard error (S.E.). jf1, jafrac1.
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4.4. Inducing second-site mutations
Second-site mutations and alterations can be introduced in multiple ways.

The way in which one chooses to induce second-site mutations will depend

largely on whether the phenotype is amenable to high-throughput analysis.

In D. melanogaster, there are three principle ways in which this is commonly

done, each with its own benefits and limitations.

The first uses X-rays or chemical mutagens, most commonly ethyl

methanesulfonate (EMS), which primarily induces single base changes

(Lewis & Bacher, 1968; St Johnston, 2002). A major benefit of these types

of mutagens is that mutations can be induced directly in the sensitized strain,

and thus the progeny (F1 generation) of the mutagenized parent can be

screened. This obviates the need to individually cross each second-site muta-

tion one-by-one into the sensitized background (see, e.g., Simon et al.,

1991). However, F1 screens can only be conducted for phenotypes that

can be measured without killing the animal because if the animal is killed

there will be no material left to map the modifier mutation. A major limi-

tation to using X-rays or chemical mutagens is that mapping mutations

induced by these agents is labor-intensive and difficult (Bokel, 2008).

New genome sequence-based approaches might alleviate this somewhat

(Bokel, 2008).

In the second method, second-site mutations are instead introduced

into the sensitized background using engineered transposons, which when

inserted into the genome frequently interfere directly with gene expression

and function (Bellen et al., 2011). A major advantage of this method is that

once a modifier is found, the gene mutated within it can be easily and rap-

idly identified by PCR using unique sequences of the transposon. New

insertions can be generated by mobilizing a transposable element within

the sensitized background (Mathieu, Sung, Pugieux, Soetaert, & Rorth,

2007). The utility of this approach may be limited, however, because

transposons tend to be very inefficient mutagens and often exhibit consid-

erable biases when integrating into the genome (Mathieu et al., 2007).

Though possibly more labor-intensive, strains containing transposons of

known location can instead be crossed one-by-one into the sensitized

background (see, e.g., Karim et al., 1996). To facilitate this, the Drosophila

gene disruption project has generated a public collection of mutant strains,

each containing a single unique transposon insertion of known location,

which covers nearly two-thirds of all annotated protein-coding genes

(Bellen et al., 2011, 2004; Spradling et al., 1999). Many of these
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transposons contain upstream activating sequences of yeast which can be

used to transcriptionally activate an endogenous gene next to the insertion

site (Beinert et al., 2004; Bellen et al., 2004; Rorth, 1996; Staudt et al.,

2005; Thibault et al., 2004). This permits gain-of-function modifier

screens in which the effect of misexpressing a gene can be tested (see,

e.g., Gregory et al., 2007). A major advantage of this approach is that

redundant genes can be identified.

Third, large deletions (or deficiencies) that remove hundreds of genes at

the same time can be used to identify modifiers. As deficiencies are equiv-

alent to null mutations in all of the genes that are deleted, this type of defi-

ciency screen provides a rapid way to identify regions of the genome that

contain potential enhancers or suppressors (St Johnston, 2002). This

approach is particularly useful if it is difficult or time consuming to screen

the phenotype of interest and allows for rapid survey of the entire genome.

To facilitate deficiency screens, the Bloomington stock center has assembled

a collection of deficiencies that cover 98.4% of annotated euchromatic genes

(Cook et al., 2012; Parks et al., 2004). Recently, microRNAs (miRNAs)

have been used as an alternative means to deficiencies to identify modifiers

(Szuplewski et al., 2012). miRNA overexpression can cause simultaneous

reduction of the expression levels of hundreds of genes concurrently.

One advantage to use miRNAs to induce second-site alterations is that they

may allow access to genes not covered by the deficiency kit (Szuplewski

et al., 2012). However, this approach is limited in that miRNAs do not

target all protein-coding genes with equal efficiency, and identification of

biologically significant targets can be problematic (Szuplewski et al., 2012).

Although chemical mutagens, transposons, and deficiencies are most

commonly used, second-site alterations can be induced in other ways, for

example, using RNAi. As with transposons, a major advantage of using

RNAi is that the gene affected is already known, providing no other off-

target genes are being silenced. Publicly available collections of transgenic

flies containing conditionally expressible RNAi constructs have been gen-

erated by the Transgenic RNAi Project at Harvard Medical School (Ni

et al., 2008, 2011) and the Vienna Drosophila RNAi Center (which covers

88% ofDrosophila protein-coding genes) (Dietzl et al., 2007). A benefit and a

limitation to using RNAi is that the target gene expression will in most cases

be reduced by more than 50% of wild-type levels. Although removing one

copy of a gene rarely leads to observable phenotypes, greater reductions in

gene expression may prevent scoring the phenotype being measured, for

example, due to lethality. In some instances, this can be avoided using
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tissue-specific or heat shock-inducible drivers or generating clones. Genes

that are less dose-sensitive are more likely to be identified using this method.

Lastly, instead of searching for genes that modify a particular phenotype,

a similar approach can be used to identify small molecule modifiers

(Gonsalves et al., 2011; Lawal et al., 2012). Most recently, sensitized

Drosophila strains have been used to screen for neuropsychiatric drugs

(Lawal et al., 2012). Such screens could potentially be used to identify small

molecules that modify redox-regulated pathways.

4.5. Crossing schemes
If second-site mutations are induced directly in the sensitized background,

then crossing schemes such as those used in the original enhancer screens

might be appropriate (Simon et al., 1991; St Johnston, 2002). In our case,

however, because we used deficiencies, it was necessary to first cross the

deficiencies into the sensitized jafrac1 background, as outlined in Fig. 12.3.

jafrac1hypo

jafrac1hypo
;

Sp hs-hid

CyO
�

+

Y
;

Df

CyO

Heat shock

jafrac1null

jafrac1null
;

Sp hs-hid

CyO
� ;

Df

CyO

jafrac1hypo

Y

Heat shock

jafrac1hypo

jafrac1null
; � ;

Df

CyO

jafrac1null

Y

Df

CyO

Analyze germ cell migration

Figure 12.3 Schematic of the crosses carried out to identify dominant enhancers of the
jafrac1 germ adhesion defect. A stock homozygous for the jafrac1hypo loss-of-function
mutation that also contained one copy of hs-hid in trans to the balancer CyO was
generated. Next, each deficiency line was crossed to females from this stock. Approx-
imately 5 days later, when the embryos had developed into 3rd instar larvae, they were
heat-shocked by immersion of the vials for 2 h in a 37 �C water bath. This induced the
expression of the lethal gene hid, which caused all larvae that had inherited it to die. Any
larvae that had inherited two copies of the balancer also died (because it is
homozygous-lethal) leaving alive only flies with one copy of the deficiencies and one
copy of the CyO chromosome. This process was then repeated by crossing virgin
females containing the null allele of jafrac1null to jafrac1hypo males containing one copy
of the deficiency and one copy of CyO. Df, deficiency.
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We screened deficiencies on the second chromosome that are

maintained in trans with a special type of chromosome called a balancer

chromosome. Balancer chromosomes have three important features. First

and most importantly, they contain multiple inversions, which prevent

proper pairing with the homologous chromosome and suppress recovery

of viable progeny after recombination. As a consequence, the deficiency-

bearing chromosome remains stable through the crossing scheme. Second,

balancers contain easily visualized dominant markers so that they can be

followed in living flies from one generation to the next. For example, all flies

with the second chromosome balancer, CyO, have curly wings. And last,

most balancer chromosomes are homozygous-lethal. These features allow

us to follow the balancer, and by its absence the deficiencies, so as to ensure

they are faithfully crossed into the sensitized background.

To efficiently bring a set of individual deficiencies into the jafrac1 sensi-

tized mutant background, we first crossed deficiency strains with a stock

homozygous for the jafrac1hypo loss-of-function mutation. This jafrac1hypo

strain also contained one copy of the balancer CyO in trans with a chromo-

some that bears a transgene expressing the cell death-promoting gene hid

under control of the heat shock promoter (hs-hid) (Grether, Abrams,

Agapite, White, & Steller, 1995; Moore, Broihier, Van Doren,

Lunsford, & Lehmann, 1998). By simply heat shocking the progeny of a

cross, all flies inheriting the hs-hid chromosome will die. This “trick” elim-

inates the need for sorting correct genotypes in the next generation. This

process was then repeated by crossing virgin females containing the null

allele of jafrac1null to jafrac1hypo males containing one copy of the deficiency

and one copy of CyO. Germ cell migration was subsequently assayed in

embryos from jafrac1mutant flies containing one copy of a 2nd chromosome

deficiency.

4.6. Assaying germ cell migration
To assay germ cell migration, germ cells were visualized in fixed embryos

using an antibody that detects the germ cell-specific protein, Vasa

(McDonald & Montell, 2005; Richardson & Lehmann, 2010). Briefly,

50–100 female and male adult flies were placed in a cage (a perforated

125-ml plastic beaker). Yeast paste was dabbed on a 60-mm diameter egg

collection plate (2.1% (w/v) BactoAgar (Fisher Scientific), 2.4% (w/v) gran-

ulated sugar (Domino®), 23.7% (v/v) apple juice (Hansens’s Natural), 0.07%

(w/v) Tegosept® (Sigma), 0.7% (v/v) ethanol (Fisher Scientific)), which was
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placed on the mouth of the beaker and affixed with a piece of tape to prevent

flies from escaping. The caged flies were then incubated overnight at 25 �C.
The following morning the embryo-laden plate was removed from the cage,

and the outer impermeable layer of the eggshell, the chorion, was removed

by incubating the eggs in 50% Chlorox® bleach solution for 2 min. The

bleach was then washed away with water, and the embryos were

permeablized and fixed in 5% formaldehyde, 50% heptane, and 45% water

in a glass scintillation vial with constant agitation for 40 min. Lastly, the inner

impermeable layer of the eggshell, the vitelline membrane, was removed by

hand using a needle (Rothwell & Sullivan, 2007). The vitelline membrane

can also be removed osmotically by methanol shock (Rothwell &

Sullivan, 2007).

To visualize the germ cells, the fixed embryos were incubated in block-

ing buffer (phosphate-buffered saline solution containing 0.1% (v/v)

Tween-20 and 0.1% (w/v) bovine serum albumin) for 1 h at 23 �C. The
embryos were then probed with rabbit Vasa antiserum (Moore et al.,

1998) diluted in blocking buffer (1:5000) and incubated overnight at

4 �C. The next day the embryos were washed with blocking buffer three

times (30 min incubation per wash) and incubated with Alexa Flour® 488

goat antirabbit IgG (A11034, Invitrogen) for 2 h at 23 �C. Embryos were

washed as before in PBS to remove the secondary antibody, mounted in

VectaShield mounting medium (H-1000, Vector Labs) on glass slides and

covered with a 20�40-mm glass slip. Germ cells were imaged using an

Axiovert 200M fluorescent microscope (Zeiss) equipped with a X-cite

120 mercury arc lamp (EFXO). The average number of germ cells left out-

side the embryo was determined in embryos which had already gastrulated

and were approximately 4–11 h after egg laying old, corresponding to stages

9–14, respectively (Campos-Ortega & Hartenstein, 1985).

4.7. Identifying enhancers
To identify enhancers of jafrac1, we screened deficiencies covering the sec-

ond chromosome. Of the deficiencies screened, two, Df(2L)ED1315 and

Df(2R)BSC595, significantly enhanced the jafrac1 phenotype (Fig. 12.4).

In both cases, we observed a substantial and significant increase in the num-

ber of germ cells that failed to be internalized and were subsequently left on

the outside of the embryo. If we had induced second-site mutations with a

mutagen, such as EMS, then the next step would be to identify the mutated

enhancer gene by standard procedures (Blumenstiel et al., 2009; Bokel,
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2008). However, because we used deficiencies, it was necessary to conduct a

secondary screen to identify the causative genes within the enhancing

deficiencies.

To do this with Df(2L)ED1315, we repeated the process described ear-

lier with smaller deficiencies spanning the locus deleted by Df(2L)ED1315.

From this analysis, we were able to further map the enhancer gene to an

eight-gene region because the smaller Df(2L)Exel7079 enhanced while

Df(2L)ED1378 did not (Fig. 12.5A). Since according to publicly available

temporal expression data (modENCODE; Graveley et al., 2011) only five

of these genes are expressed in the embryo, we tested whether mutations

in any of these five genes enhanced the jafrac1 phenotype. Mutations in

one of the genes in this region, caudal, enhanced to a similar degree as the

Df(2L)ED1315, identifying caudal as a enhancer of jafrac1 (Fig. 12.5B).

Further experiments are currently underway to identify the enhancer

within Df(2R)BSC595, the other deficiency we identified that enhances

the jafrac1 phenotype. Using a number of smaller deficiencies, we have been

able to map the enhancer to a small region containing 13 genes, three of

which are homologous to mammalian peroxiredoxin VI. Further work is

underway to determine the precise enhancer gene(s).
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Figure 12.4 Deficiencies Df(2L)ED1315 and Df(2R)BSC595 significantly increase germ
cell adhesion defects in jafrac1 mutant embryos. Germ cell migration is normal in
the deficiencies lines (white boxes). However, deficiencies Df(2L)ED1315 and Df(2R)
BSC595 cause significant increases in the germ cell adhesion defects when jafrac1 levels
are reduced (black boxes). Data are the means�S.E.
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Figure 12.5 Null mutations in caudal dominantly enhance germ cell adhesion defects
in jafrac1 mutants. (A) A map of the deficiencies available on 2L between 20,100 and
20,900 kb. Df(2L)Exel6046 and Df(2L)ED1378 did not modify the jafrac1 phenotype.
Df(2L)ED1315 and Df(2L)Exel7079 significantly enhanced germ cell migration defects
in jafrac1 mutants uncovering an 8 gene region within which the enhancer gene
must lie. (B) The effect of various alleles (EMS and P-transposon-induced) on germ cell
migration in a jafrac1 sensitized background. One copy of a null mutation in the gene
caudal, cad2 (Macdonald & Struhl, 1986), significantly increases the number of germ
cells that fail to internalize in a jafrac1 hypomorphic mutant. Mutations in other
genes in this region have no significant effect of germ cell migration. Data are the
means�S.E.
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A difficult aspect to using deficiencies as modifiers is identifying the caus-

ative modifying gene within the deficiency. Although it is possible to narrow

down candidates using overlapping deficiencies, loss-of-function alleles and

validated RNAi constructs, there will still be instances where tools are not

available to test all putative modifier genes within a deficiency. As the col-

lections of deficiencies and number of mutations in genes improve, how-

ever, this should become less and less of a problem. A further possible

issue with using deficiencies to identify modifiers is the potential for syn-

thetic effects. For example, if both a suppressor and an enhancer are con-

tained within one deficiency, when assayed in a sensitized background,

these modifiers might not be identified because they might cancel each other

out. On the flip side, if a gene is duplicated and multiple copies have redun-

dant functions, deficiencies might be the only way to identify the gene as a

modifier when all copies are included in the deficiency. For example, if the

three peroxiredoxin VI homologs contained within Df(2R)BSC595 are

indeed enhancing the jafrac1 phenotype and have completely overlapping

functions, it seems unlikely these genes would have been found using other

methods (see also misexpression screens above). Lastly, although there are

limitations to using deficiencies in modifier screens, deficiencies can always

be used as a quick means of assessing the number of potential target genes for

a more extensive modifier screen using other methods (St Johnston, 2002).

5. LIMITATIONS TO DOMINANT MODIFIERS SCREENS

Modifier screens are an unbiased way to uncover components in a

pathway. However, there are several reasons why one might not expect

to isolate mutants in all critical genes within a pathway using dominant mod-

ifier screens.

First, although interacting genes that have a direct role in the pathway

can be identified, many mutants may be identified that modify the pheno-

type for less obvious or direct reasons (Simon et al., 1991; St Johnston,

2002). It is therefore necessary to conduct secondary screens to understand

the nature of the genetic interaction. For example, some mutants might

influence the phenotype by varying the expression of the allele used to cre-

ate the sensitized background, whereas others might do so by perturbing

unrelated or indirect processes (St Johnston, 2002). caudal, the enhancer of

jafrac1 we identified, might be an example of the latter. caudal encodes a

homeodomain transcription factor that is involved in the formation of

the hindgut in embryos (Wu & Lengyel, 1998). Since germ cells are
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directly apposed to the gut primordium during their internalization, it

would not be surprising if perturbations in hindgut formation caused

defects in germ cell internalization (Wu & Lengyel, 1998). Indeed, in

caudal mutants, the hindgut (and presumably germ cells) fails to internalize

(Wu & Lengyel, 1998). Therefore, while mutations in caudal dominantly

enhance jafrac1 mutants, the two genes are probably not directly acting

within the same pathway.

Second, not all components of a pathway are dose-sensitive. As the pre-

mise of the screen is that a 50% reduction in the wild-type levels of a critical

protein will be sufficient to alter the phenotype, only those proteins that

meet this criterion will be found. For example, if a pathway component

is in vast excess or only a small percentage of its activity is required for normal

function regardless of the background, then a far greater than 50% reduction

will be necessary to visibly alter the phenotype. In this case, only dominant

negative or constitutive active alleles, which are relatively rare and impos-

sible to uncover using deficiencies, may dominantly modify.

Last, mutations identified in modifier screens may not have phenotypes

in the absence of the sensitized background (St Johnston, 2002). Unfortu-

nately, enhancement or suppression of a phenotype of interest does not

guarantee that a gene plays an indispensable role in the process being studied.

6. CONCLUDING REMARKS

The use of modifier screens to elucidate components of redox-

regulated pathways has not, to our knowledge, been widely employed.

Whether this strategy will prove fruitful depends largely on the nature of

these pathways and types of modifier screens conducted. If redox signaling

pathways are organized around central nodes or regulators in a manner akin

to phosphorylation cascades, then modifier screens, particularly suppressor

screens, should be a viable unbiased way of identifying novel components

of these pathways. However, if these pathways are organized considerably

differently, then the utility of such screens might be limited. Here, we have

described an enhancer screen to identify components of a redox-regulated

cell adhesion and migration pathway in Drosophila. As proof-of-principle,

we have demonstrated that genetic enhancers of the phenotype could be

identified. Only once further screening is concluded, will we know the true

utility of this approach, and one hopes in the process novel components of a

redox-regulated germ cell migration pathway will be discovered.
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Abstract

Autophagy is an intracellular lysosomal degradation process induced under stress con-
ditions. Reactive oxygen species (ROS) regulate autophagy implicated in cell survival,
death, development, and many human diseases. This could be through generation
of ROS from intracellular compartments such as the mitochondria or an external source
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such as oxidative stress. Various methods have been developed for the detection of
autophagy; however, the implementation of these methods and the interpretation
of results often differ. In this chapter, we summarize the current understanding of
autophagy and ROS regulation of autophagy. Methods available for detecting
autophagy under ROS conditions are described and considerations that need to be
addressed when designing experimental protocols discussed.

1. INTRODUCTION

Autophagy is referred to as a “self-eating” process involving double

membrane vacuoles that degrade cytoplasmic structures (Mizushima &

Levine, 2010). There are numerous subtypes of autophagy including mac-

roautophagy, microautophagy, chaperone-mediated autophagy, aggrephagy,

the yeast cytoplasm-to-vacuole targeting pathway, endoplasmic reticulum

(ER)-phagy, mitophagy, pexophagy, and xenophagy (Klionsky et al., 2012).

The most common is macroautophagy involving genetically regulated steps

leading to the formation of double-membraned autophagosomes that engulf

organelles and protein aggregates. Autophagosomes then fuse with lysosomes

to formautolysosomes that lead to thedegradationof these structures (Levine&

Kroemer, 2008;Mizushima&Levine, 2010) (Fig. 13.1). This allows the cell to

eliminate damaged organelles and provide essential nutrients under stressful

conditions.

Autophagy is often activated by stress conditions. Under starvation con-

ditions, autophagy maintains cell survival: cytoplasmic materials are

degraded into amino acids and fatty acids, which are used for protein syn-

thesis or energy (Levine & Kroemer, 2008; Mizushima & Levine, 2010).

By contrast, when autophagy is prolonged by other stress conditions, the

essential components for cell survival are eliminated, causing cellular collapse

and death (Azad, Chen, & Gibson, 2009).

2. REGULATION OF AUTOPHAGY

Autophagy is the cellular process defined by “self-digestion” (Levine,

2005; Levine & Klionsky, 2004). Genetic screening has identified over

35 ATG (autophagy-related) genes required for autophagy (Muller &

Reichert, 2011). Several upstream regulators of autophagy have been char-

acterized (Dou et al., 2010; Ravikumar et al., 2010; Szyniarowski et al.,
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2011). The class III PI3 kinase complex including Beclin-1 is localized to

trans-Golgi network, which controls the generation of preautophagosome

structures (Kihara, Kabeya, Ohsumi, & Yoshimori, 2001; Mizushima,

2005; Periyasamy-Thandavan, Jiang, Schoenlein,&Dong, 2009).Themam-

malian target of rapamycin (mTOR), a nutrient-sensing kinase complex,

inhibits autophagy during nutrient-rich conditions by inhibiting the forma-

tion of the class III PI3K/Beclin-1 complex (Pattingre, Espert, Biard-

Piechaczyk, & Codogno, 2008). Activators of mTOR pathway (class I PI3

kinase and Akt) suppress autophagy whereas inhibitors of this pathway such

as PTENinduce autophagy (Azad et al., 2009) (Fig. 13.2).Downstreamof the

class III PI3K/Beclin-1 complex, theAtg5–Atg12 covalent protein complex,

and Atg8–phosphoethanolamine conjugates are required components of the

autophagosome membrane. The Atg4 cysteine protease cleaves Atg8 at the

C-terminus to facilitate its lipidation leading to autophagosome formation

(Azad et al., 2009; Scherz-Shouval, 2007). Autophagosomes could also form

independent of Beclin-1mediated through Atg7 and Atg5. Reactive oxygen

Docking and fusionOxidative stress

Degradation

Lysosome

Vesicle elongation
& retrieval

Amino acids
Fatty acids
NutrientsAutolysosome

Autophagosome

Figure 13.1 Model for autophagy and autophagic cell death. Under oxidative stress,
autophagy is induced. The autophagy induction process starts with isolationmembrane
followed by vesicle nucleation, vesicle elongation and retrivial, and the formation of the
characterized double-membraned structures, autophagosomes. Then autophagosomes
fuse with lysosomes to form autolysosomes. The enclosed cytoplasmic materials and
the inner membrane are degraded by the acidic proteases in the autolysosomes.
So autolysosomes belong to acidic vascular organelles (AVOs). The degradation process
produces amino acids and fatty acids, which can be used for protein synthesis or can be
oxidized by the mitochondrial electron transport chain (mETC) to produce ATP.
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species (ROS) induction has been implicated in autophagy. This chapter

reviews our knowledge ofROS in autophagy and how it is used to investigate

ROS role in autophagy.

3. ROS AND AUTOPHAGY

Under normal physiological conditions, moderate levels of ROS can

serve as a signal in various signaling pathways including autophagy (Finkel,

2003; Hamanaka & Chandel, 2010; Scherz-Shouval & Elazar, 2011). It is

known that starvation can induce the production of ROS and this increase

could lead to autophagy. Through studying the autophagy induced by star-

vation, mitochondria electron transport chain (mETC) inhibitors, and

exogenous H2O2, we further delineated that O2
� was selectively induced

by starvation by glucose withdrawal whereas starvation of amino acids

and serum induced O2
� and H2O2. However, the autophagy induced by

ROS

Rapamycin
ROS

ROS

PTEN LKB-1
Akt

HMGB1

mTORClass III PI3K
SESTRIN1/2

DRAMULK/ATG13/FIP200

Autophagy

Class I PI3K

Beclin-1 (Atg6)

Atg1 kinase complex

p53

AMPK

Figure 13.2 ROS regulation of autophagy. Following external stimuli such as reactive
oxygen species (ROS), mTOR is inhibited either through blockage of AKT activation
or activation of LKB1/AMPK leading to induction of autophagy. The mTOR-regulated
Atg1 complex is involved in autophagy initiation through regulation of ULK/ATG13/
FIP200 complex and the class III PI3 kinase complex including Beclin-1/Atg6 is required
for generation of preautophagosome structures. Activation of p53 also increases DRAM
and SESTRIN1/2 expression that increases autophagy. HMGB1 inhibits mTOR or induces
Beclin-1 to increase autophagy. ROS also activates AMPK directly or indirectly through
LKB-1 leading to inhibition of mTOR and increased autophagy. Rapamycin induces
autophagy through inhibition of mTOR.
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mETC inhibitors combining with the SOD inhibitor 2-methoxyestradiol

(2-ME) is through increasing O2
� levels and lowered H2O2 levels. The

exogenous H2O2-induced autophagy also went through increased intracel-

lular O2
� but not the intracellular H2O2 (Chen, Azad, & Gibson, 2009).

Other groups showed that the starvation-induced autophagy was through

higher H2O2 levels (Scherz-Shouval, 2007). In addition, H2O2 induces

autophagy in cells through both a Beclin-1-dependent and -independent

mechanisms (Seo et al., 2011). Interestingly, using mitochondrial toxins that

inhibit the mETC, and increasedROS, autophagy is induced in transformed

HEK293, U87, and HeLa cancer cells but not in the normal mouse astro-

cytes (Chen & Gibson, 2008; Chen, McMillan-Ward, Kong, Israels, &

Gibson, 2007). These results suggest that ROS regulates autophagy

depending on the cell type and stress conditions.

4. MECHANISMS FOR ROS REGULATION
OF AUTOPHAGY

There are several signaling pathways that regulate autophagy in mam-

malian cells (Ravikumar et al., 2010). The classical pathway involves the

inhibition of the serine/threonine protein kinase, mTOR pathway

(Levin, 2008; Levine & Klionsky, 2004). In addition, there are various other

pathways and small molecules regulating ROS-induced autophagy through

mTOR-dependent and -independent mechanisms (Fig. 13.2).

4.1. mTOR regulation of ROS-induced autophagy
mTORconsists of twomultiple protein complexes calledmTORcomplex 1

(mTORC1) and mTOR complex 2 (mTORC2). mTORC1 detects

changes of nutrition and energy levels within a cell, whereas mTORC2 is

regulated by ribosome maturation and growth factor signals (Suzuki &

Inoki, 2011). The mTOR complex characterized in regulating autophagy

regulation is mTORC1, which consists of the mTOR catalytic subunit,

raptor (regulatory-associated protein of mTOR), GbL (G protein

b-subunit-like protein; also known asmLST8), and PRAS40 (proline-rich

Akt substrate of 40 kDa). Rapamycin (sirolimus), the specific inhibitor of

mTORC1 activity, induces autophagy in many cell lines (Boland et al.,

2008; Noda & Ohsumi, 1998; Ravikumar et al., 2004; Rubinsztein,

Gestwicki, Murphy, & Klionsky, 2007) and inhibits the phosphorylation

of two downstream effectors of mTORC1, ribosomal protein S6 kinase-1
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(S6K1, also known as p70S6K), and translation initiation factor 4E-binding

protein-1 (4E-BP1). Starvation induces autophagy through stabilizing the

raptor–mTOR complex and further inhibiting mTORC1 (Kim et al.,

2002). Downstream regulators of mTORC1 have been identified in mam-

malian autophagy in response to starvation. ULK1 (Unc51-like kinase,

hATG1) is negatively regulated by mTORC1 and induces autophagy in

response to starvation. Atg13 is associated with ULK1 or its homolog

ULK2 to form the ULK1/2–Atg13–FIP200 stable complex. This complex

plays key roles in signaling to the autophagic machinery downstream of

mTOR. Conversely, ULK1 also inhibits the kinase activity of mTORC1

by binding and phosphorylating the raptor (Ganley et al., 2009; Hosokawa

et al., 2009; Jung, Seo, Otto, & Kim, 2011; Jung et al., 2009). Thus

mTORC1 inhibits or activates autophagy through interaction with or disso-

ciation from the ULK1/2–Atg13–FIP200 complex, depending on the

nutrient-rich or starvation conditions. Hence, the ULK1–Atg13–FIP200

complex integrates the autophagy signals downstream of mTORC1 in

response to nutrition starvation. Increasing evidence strongly suggests that

starvation-induced autophagy is mediated by ROS generation and down-

regulation of the mTOR pathway.

PI3K pathway is the major upstream signaling cascade controlling

mTORC1. The binding of growth factors or insulin to cell surface

receptors activates the class Ia PI3K. Activated PI3K then converts

the plasma membrane lipid phosphatidylinositol-4,5-bisphosphate to

phosphatidylinositol-3,4,5-trisphosphate, which then recruits pleckstrin

homology domain proteins, such as Akt to the plasma membrane

(Cantley, 2002). Akt activation inhibits the rictor–mTOR complex,

thereby decreasing autophagy (Datta et al., 1997). Inhibiting PI3K activity

with specific inhibitors (e.g., wortmannin) can downregulate AKT

activation and increases autophagy (Petiot, Ogier-Denis, Blommaart,

Meijer, & Codogno, 2000). mTORC1 can also be a sensor of changes in

the cellular energy state via AMP-activated kinase (AMPK) (Meijer &

Codogno, 2006). AMPK senses the fluctuation of the intracellular ATP/

AMP ratio. We demonstrated that starvation induced AMPK activation

and autophagy while Akt activation decreased. This activation of AMPK is

regulated by ROS as blocking ROS formation reduces AMPK activation

and starvation-induced autophagy (Li, Chen, & Gibson, 2013). Further,

several other kinases have been reported to regulate autophagy through

mTOR pathway. IkB kinase induces autophagy via AMPK activation and

mTOR inhibition in an NF-kB-independent manner (Criollo et al., 2010).
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4.2. Beclin-1 and ROS-induced autophagy
Beclin-1 is a BH3-only protein involved in the initiation of autophagy.

The Beclin-1 expression level is upregulated under oxidative stress,

suggesting ROS is regulating its gene expression (Chen, McMillan-Ward,

Kong, Israels, & Gibson, 2008). One study demonstrated that Beclin-1 is

inhibited by tumor suppressor BRCA1. BRCA1 protected cells from auto-

phagic cell death by blocking the H2O2-induced upregulation of Beclin-1

(Fan, Meng, Saha, Sarkar, & Rosen, 2009). It is important to note that the

level of Beclin-1 could be the biomarker to decide whether the autophagy is

activated. One study demonstrated that, when Beclin-1 levels were high

through sustaining MEK/ERK activation, complete disassembly of both

mTORC1 and mTORC2 complexes occurs. However, autophagy

cytoprotection occurred when moderate Beclin-1 levels are observed (Wang

et al., 2009). Other autophagy genes such as p62/SQSTM1 and UVRAG

are upregulated by MEK-/ERK-mediated activation of transcription factor

TFEB (Settembre et al., 2011). Further studies are necessary to elucidate the role

of ROS in the regulation of Beclin-1 and other autophagy genes.

High-mobility group box 1 (HMGB1) is a chromatin-associated nuclear

protein that functions as an extracellular signaling molecule during inflamma-

tion, cell differentiation, cell migration, and tumormetastasis (Lotze &Tracey,

2005; Tang et al., 2010). HMGB1 is a Beclin 1-binding protein important in

sustaining autophagy under oxidative stress. Inhibition of HMGB1 release or

loss of HMGB1 decreases the number of autophagolysosomes and autophagic

flux following oxidative stress (Kang, Tang, Lotze, & Zeh, 2011). The under-

lying mechanism is that HMGB1 competes with Bcl-2 for interaction with

Beclin-1 and allows Beclin-1 to initiate autophagy. Interestingly, HMGB1

also regulates the PI3K/Akt/mTORC1 pathway. Increased expression of

HMGB1 decreased the phosphorylation levels of Akt and p70S6K whereas

knocking down HMGB1 caused the disassociation of raptor from mTOR

and inhibited autophagy. Thus, endogenous HMGB1 is a proautophagic pro-

tein that is regulated byROS (Kang, Livesey, Zeh, Loze, & Tang, 2010; Kang

et al., 2011; Tang et al., 2010).

4.3. p53 and autophagy
p53 induces autophagy through the transcriptional control of mTOR path-

way. When oxidative stress occurs, basal p53 expression activates multiple

detoxifying pathways to eliminate oxidative stress. p53 induces the expres-

sion of a range of antioxidant genes such as GPX1, MnSOD, ALDH4, and
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TPP53INP1 that lead to increased antioxidant activity (Bensaad et al., 2006;

Budanov, Lee, & Karin, 2010; Hu et al., 2010; Pani & Galeotti, 2011;

Suzuki et al., 2010). In addition, sestrin1 and sestrin2 have been identified

as a link between p53 activation and mTORC1 activity (Budanov &

Karin, 2008; Budanov et al., 2010). p53 exerts the antioxidant effect through

increased expression of Sestrin in response to oxidative stress, which leads to

inhibition of mTORC1 activity and increased autophagy. The Sestrins

belongs to a family of stress-responsive proteins involved in the regulation

of ROS (Budanov, 2011). These proteins inhibit mTOR1 activity by bind-

ing with mTOR pathway suppressors AMPK, TSC1, and TSC2

(Budanov & Karin, 2008). In contrast, cytoplasmic p53 inhibits autophagy

and is degraded under autophagy conditions (Sui et al., 2011). This degra-

dation is regulated bymTORdownstream signaling of S6K andMDM2, the

major ubiquitin ligase that controls p53 stability (Lai et al., 2010). Taken

together, p53 signaling regulates autophagy in response to multiple cellular

stresses including oxidative stress.

4.4. ROS and p62 autophagy adaptor
Autophagic adaptors, p62 and NBR1, play important roles in initiating

autophagy (Rusten & Stenmark, 2010). The p62/SQSTM1 (sequestosome 1)

protein acts as a cargo receptor for ubiquitinated targets to transport them to

autophagosomes for degradation. ROS increases p62 gene expression medi-

ated by NF-E2-related factor 2 transcription factor (Jain et al., 2010). Con-

versely, p62 and NBR1 are degraded by autophagy despite their roles as

cargo receptors for degradation of ubiquitinated substrates. This provides con-

trol of the extent of protein degradation that occurs under autophagy

(Johansen & Lamark, 2011).

4.5. Oxidation of Atg4
ROS can regulate autophagy through controlling the activity of the cysteine

protease Atg4 (Chen et al., 2009; Scherz-Shouval, 2007). Under nutrient

starvation, there is an increase in H2O2. Atg4 is a direct target for oxidation

by H2O2, specifying a cysteine residue located near the active site. Atg4 reg-

ulates the reversible conjugation of Atg8 (LC3 in mammals) to the

autophagosomal membrane (Liu & Lenardo, 2007). Oxidative inactivation

of Atg4 promotes lipidation of Atg8 and an increase in autophagy (Chung,

Suttangkakul, & Vierstra, 2009). It remains unclear whether ROS-mediated

inhibition of Atg4 is essential for autophagy.
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4.6. Repression of ROS-induced autophagy
The NF-kB transcription factor could repress ROS-mediated autophagy.

One study showed that tumor necrosis factor a-induced autophagy through
ROS production in the absence of NF-kB activation but with NF-kB acti-

vation autophagy is repressed (Djavaheri-Mergny et al., 2007). The c subunit

(ATP6L) of vacuolar H(þ)-ATPase exerts its protective role against H2O2-

induced cytotoxicity through inhibiting the MEK/ERK signaling pathway

and inhibition of autophagy (Byun et al., 2007). In addition, antiapoptotic

protein, Bcl-2 reduces stress caused by ROS through decreasing ROS gen-

eration (Kane et al., 1993). In addition, Bcl-2 directly associates with Beclin-

1-suppressing autophagy (Luo & Rubinsztein, 2010; Pattingre et al., 2005).

Bcl-2 also contributes to the regulation of the type III PI3K and autophagy

through attenuating ROS production. Hence, Beclin-1 regulates autophagy

through integration of signals from many pathways in response to ROS

(Lipinski et al., 2010). Therefore, ROS can regulate autophagy, depending

on the severity of oxidative stress, suggesting regulation of intracellular redox

status that controls autophagy (Yang, Wu, Tashino, Onodera, & Ikejima,

2008). Considering these signaling factors will be critical in understanding

how autophagy is regulated by ROS.

5. METHODS FOR THE DETECTION OF AUTOPHAGY

Understanding the role of ROS in autophagy requires knowledge of

methods to detect autophagy and the limitations of these techniques. There

are many excellent reviews that comprehensively summarized the various

methods for autophagy detection (Klionsky et al., 2012; Mizushima &

Levine, 2010); however, few reviews have addressed how to apply these

methods to the role of ROS and oxidative stress. The important methods that

need to be used to study ROS in autophagy are presented and the context of

using these methods to studyROS involvement discussed. This will hopefully

guide researchers studyingROS and autophagy to achieve reliable data, and to

provide potential solutions for troubleshooting failed experiments.

As autophagy is characterized by the formation of double-membraned

autophagosomes (Fig. 13.1), the detection of autophagosomes is the main

method to evaluate the induction of autophagy. Another way to detect

autophagy is through the formation of autolysosomes, which are formed

by the fusion of autophagosomes and lysosomes. Listed below are some

of the most common methods to detect autophagy.
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5.1. Quantification of GFP-LC3 puncta
The main method for autophagy detection is the detection and quantifica-

tion of GFP-LC3 puncta by fluorescence microscopy. Under normal con-

ditions, LC3 (microtubule-associated protein-1 light chain 3, a mammalian

homolog of yeast Atg8) is localized in the cytoplasm, whereas during

autophagy, LC3 is recruited to autophagosome membranes. In this method,

cDNA vectors containing GFP alone or GFP-LC3 are transfected into cells

using standard transfection techniques. Depending on the cell type, infec-

tion of cell with viral constructs could also be used as an alternative method.

The transfected cells are then treated with a stress for a period of time (from

several hours to several days). In the case of oxidative stress, H2O2 or a super-

oxide dismutase (SOD) inhibitor can be used. It is important to determine

the level of intracellular H2O2 following treatment to ensure cells have

increased ROS levels. The cells are visualized under a fluorescent micro-

scope and the amount of cells with GFP-LC3 puncta (green dots) is quan-

tified. GFP-LC3 protein aggregates could form under overexpression

conditions. This could lead to large clump structures that are not

autophagosomes. To avoid this, stable transfection of GFP-LC3 could be

used as an alternative approach. This illustrates the need to use multiple tech-

niques to detect autophagy and not rely on just one method.

To quantify the GFP-LC3 puncta in control and treated cells, there are

two approaches: the first approach is to quantify the amount of cells con-

taining GFP-LC3 puncta (number of cells with green dots/total number

of transfected cells) (Klionsky et al., 2012; Mizushima & Levine, 2010).

The second approach is to quantify the number of GFP-LC3 puncta in

an individual cell (Chen et al., 2008; Klionsky et al., 2012). This means cou-

nting the number of green dots in each of approximately 200 cells per con-

dition and calculating the average number of green dots per transfected cell.

This procedure is a time-consuming process and errors could be due to var-

iations in transfection efficiency and counting styles. We recommend

transfecting cells at 50–70% confluency without antibiotics in the medium.

At least 200 green fluorescent cells should be counted for each sample to

obtain statistically significant results and be repeated by another researcher

to eliminate counting bias.

It is often detected that green puncta are present in GFP-LC3 “control”

cells, especially when cells are incubated for more than 24 h after treatment.

This is not surprising as there is a constant level of basal autophagy occurring

in cells and it is the differences between control and treatment conditions
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that need to bemonitored. Over time in tissue culture, cells use nutrients to a

point where starvation condition could exist thereby inducing an autophagy

response. Determining cell destiny and time under tissue culture condition is

important to control for basal autophagy. Measuring ROS levels over time

in control conditions is also important to eliminate any effects of changes in

autophagy due to tissue culture conditions.

5.2. Western blotting of Atg8/LC3 (conversion of LC3-I to
LC3-II)

The second method for detecting autophagy is to determine the level of

LC3-II protein. During autophagy, the cytosolic form of LC3 (LC3-I,

18 kDa) is lipidated and translocates to autophagosomemembranes. The dif-

ferences between LC3-I and LC3-II can be separated by western blotting.

Unfortunately, LC3-I protein is not always detectable using the currently

available antibodies (Mizushima & Yoshimori, 2007). Using different anti-

bodies could give better results depending on conditions. Further, the rel-

atively low-molecular weight of LC3 means that a higher percentage of

SDS-PAGE gels needs to be considered. Another issue to be considered

for the detection of LC3 is autophagosome trafficking. This process involved

autophagosome fusing with lysosome to form autolysosome where compo-

nents from autophagosome including LC3-II will be cleaved or degraded.

When the clearance of autophagosome components in the autolysosomes

is blocked, LC3-II protein can be detected. Using standardWestern blotting

for LC3-II, steady-state autophagy can be measured (Klionsky et al., 2008).

However, when autophagic flux needs to be determined, an additional con-

trol is required: a lysosomal inhibitor or an inhibitor of autophagosome/

lysosome fusion. This is important because LC3-II is degraded during

autophagy, so an accumulation of LC3-II following blockage of auto-

lysosome formation could indicate an increase in autophagy flux. In case

of measuring autophagy following oxidative stress, the measurement of

autophagy flux is required. Some lysosomal inhibitors that could be used

in autophagy studies include NH4Cl, chloroquine, bafilomycin A1, E64d,

and pepstatin A (Chen et al., 2009; Mizushima & Yoshimori, 2007).

5.3. Quantification of acidic vesicular organelles
The formation of autolysosomes can be determined by a number of different

methods (Chen & Gibson, 2008; Chen et al., 2007, 2009; Mizushima, 2005).
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ThepH-sensitive dye, acridine orange (AO), canbe used todetect acidic vesic-

ular organelle (AVO) formation in live cells.AOis a cell-permeable fluorescent

dye that, when it enters acidic compartments, such as lysosomes and

autolysosomes, emits red fluorescence. This can be measured by flow

cytometry/fluorescence-activated cell sortingorunder fluorescentmicroscope

(Chen & Gibson, 2008; Chen et al., 2007, 2009; Mizushima, 2005). Another

stain calledmonodansylcadaverine (MDC) can also be used to detectAVOfor-

mation (Klionsky et al., 2012) that emits a blue fluorescence under a micro-

scope. One consideration that needs to be appreciated is that detection of

AVO is not a direct measure of autolysosomes but correlates increased AVO

with increased autophagosomes indicating the formation of autolysosomes.

Finally, the AVOs can also be confirmed by immunostaining for LAMP1

and LAMP2, which are membrane-bound proteins found in lysosomes. An

increase in LAMP1 or LAMP2 punctate staining in cells indicates an increase

in AVO and is another indicator for formation of autolysosomes (Eskelinen

et al., 2002). Thesemethods need to be correlatedwith autophagosome detec-

tion as the detection of other AVOs may lead to inaccurate conclusions.

5.4. Validation of autophagosome formation by electron
microscopy

Measurement of GFP-LC3 puncta and LC3-II protein is only an indirect

measure of autophagosome formation. The absolute validation of

autophagosome formation requires direct detection by using electron

microscopy (EM). Although this technique is labor intensive for frequent

or repeated experiments, it is required when a stress is first investigated to

determine whether autophagy occurred. To identify true double-

membraned autophagosomes as other types of vacuole formation can also

be detected by EM, multiple EM pictures showing intracellular structure

such as the nucleus must be taken to ensure double-membraned

autophagosomes are detected correctly (Klionsky et al., 2008). EM pictures

should also be taken over different times to ensure detection of

autophagosomes. One problem is that artifacts may be easily generated dur-

ing fixation and staining processes. Thus, repeating the experiments is also

needed.

5.5. Autophagy detection in vivo
The above-mentioned methods are based on studies using cell cultures. As

the in vivo studies of autophagy link autophagy to human diseases, it is
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important to discuss the methods for in vivo studies of autophagy. Generally,

the methods used for cell cultures can also be used for mammalian tissues

in vivo studies but some differences exist. Analysis of autophagy using trans-

genic mice that expressed GFP-LC3 autophagic marker revealed GFP-LC3

puncta under a fluorescent microscope and by Western blotting LC3II pro-

tein levels following starvation (Mizushima, 2009). Interestingly, in some

tissues such as thymic epithelial cells and lens epithelial cells, basal autophagy

was detected without starvation. When the lysosomal inhibitor chloroquine

or bafilomycin A1 was concurrently administrated with the autophagy

inducer rapamycin or exogenous H2O2 in GFP-LC3 transgenic mice, the

increased number of GFP-LC3 puncta per cardiac myocyte cell was detected

indicating autophagy flux. Using fixed tissue, staining for LC3 puncta struc-

tures was detected in both normal and cancer tissues. Similar results were

obtained using frozen tissue through western blotting for LC3-II.

6. CONSIDERATION WHEN USING OXIDATIVE STRESS
AND DETECTING ROS UNDER AUTOPHAGY
CONDITIONS

The use of oxidative stress to induce autophagy requires the use of

multiple autophagy detection techniques but also requires the use of a chem-

ical inhibitor of autophagy such as 3-methyladenine (3-MA) or wortmannin

and/or to knockdown autophagy genes (e.g., beclin-1/atg-6, atg-5, and atg-7 )

using siRNAs or shRNAs. This will distinguish the observed autophagic

characteristics (GFP-LC3 puncta, LC3-II protein, AVO formation, etc.)

from nonautophagic characteristics (Klionsky, Cuervo, & Seglen, 2007).

There are many chemical inhibitors of autophagy such as 3-MA,

wortmannin, NH4Cl, chloroquine, bafilomycin A1, E64d, and pepstatin

A (Chen & Gibson, 2008; Chen et al., 2007, 2008; Mizushima &

Yoshimori, 2007). 3-MA and chloroquine are the most frequently used,

where 3-MA blocks the formation of autophagosomes by inhibiting the class

III PI3K. Chloroquine blocks the formation of autolysosomes and the activ-

ity of lysosomes in cells. However, this inhibitor is known to have other

effects, such as blocking ATP production and indirectly increasing ROS

levels, so they should be used in combination with siRNA against autophagy

genes (described below) to confirm results.

As the available chemical inhibitors for autophagy are “unspecific” in that

they have additional known or unknown effects, it is better to study the rela-

tionships between autophagy and cell death by manipulating the expression
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of specific autophagy genes. In a particular context, if knocking down or

knocking out autophagy genes decreases cell survival whereas overexpressing

autophagy genes increases cell survival, then autophagy contributes to cell sur-

vival. The role of autophagy in cell survival anddeathhas been demonstrated in

many studies where specific autophagy genes were knocked down by siRNA

or knocked out altogether (Chen & Gibson, 2008; Chen et al., 2007, 2008;

Klionsky et al., 2007; Levine & Yuan, 2005; Mizushima & Yoshimori,

2007).Autophagygenes atg-5, atg-6/beclin-1, and atg-7 are commonly knocked

down by siRNAs, in cells to block autophagy. Indeed, we found that these

genes effectively block autophagy induced by exogenous H2O2 or 2-ME

(Chen et al., 2008). Pyo et al. (2008) showed that exogenous H2O2-induced

autophagy was reduced in atg-5-deficient mouse embryo fibroblasts (atg-5�/�

MEFs) aswell as in themurinehippocampal neuronal cell lineHT22 (Pyoet al.,

2008). We have also demonstrated that siRNAs against beclin-1 and atg-5

inhibited electron transport chain inhibitors rotenone- or TTFA-induced

autophagy mediated by ROS (Chen et al., 2007).

An important control in determining the role ROS plays in autophagy is

the use of ROS scavengers. Two commonly used scavengers, Tiron and

N-acetyl-L-cysteine, are added to cells prior to autophagy stimulation and

effects observed (Chen et al., 2008, 2009). In addition, overexpression of

SOD protein is also effective at reduced ROS levels and effect on autophagy

determined. Conversely, inhibitors of SOD could be used to induce ROS

and study autophagy (Chen et al., 2008, 2009). These experiments are crit-

ical to determine whether ROS is involved in autophagy and should be

included in any experimental design where ROS is investigated.

Timing for detection of autophagy following oxidative stress can be

critical: When AVOs were detected with AO or MDC, weak signals were

usually observed. This could be attributed to delayed formation of

autolysosomes compared to autophagosomes. Indeed, autophagosome for-

mation is increased at times when there is little or no autolysosome forma-

tion (Chen, Azad, & Gibson, 2010). In addition, ROS levels could be low at

times when autophagosome and autolysosomes are formed. This is depen-

dent on the type of autophagy stimulation. For example, direct increase in

ROS by H2O2 would lead to high levels of ROS over prolonged times

whereas using starvation will lead to transient increase in ROS levels

(Chen et al., 2009). It is very important that data are obtained from different

methods over time courses, following autophagy induction. This will pre-

vent misinterpretation of data due to events happening at different times.
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The source of ROS in regulating autophagy is also important. As mito-

chondria are themainROS production sites inmammalian cells, it has been

proposed that ROS produced within mitochondria may account for most

of the ROS induction of autophagy. When mitochondrial DNA is elim-

inated from cells thereby blocking oxidative phosphorylation and mito-

chondrial ROS production, the ability of cells to induce autophagy

following starvation was impaired (Li, Chen, & Gibson, 2013). Further,

ROS within mitochondria can be induced by using a mitochondrial-

targeted photosensitizer, mitochondrial KillerRed (mtKR). Using mtKR

resulted in the loss of membrane potential and the subsequent activation of

autophagy (Wang, Nartiss, Steipe, McQuibban, & Kim, 2012). ER stress

produces ROS that leads to autophagy, and blocking the ER stress response

signaling blocks autophagy (Park et al., 2008). There is also evidence of

cross talk between the ER and mitochondria during autophagy (Hamed

et al., 2010). Thus, the source of ROS dependent upon the autophagy

stimuli needs to be considered to understand the regulatory pathways

involved.

7. CONCLUSIONS

As ROS regulates many aspects of autophagy, the study of ROS in

autophagy will become increasingly important in many fields of biological

sciences. Various methods for autophagy detection have been developed.

However, there is no single method that is specific to autophagy. There

needs to be more than one method applied to detect autophagy under oxi-

dative stress or for the role of ROS in autophagy regulation. As ROS and

autophagy are dynamic cellular signals that change over time, it is also essen-

tial that time courses and source of ROS are evaluated to ensure that cellular

events are not missed due to the time points or the localization of ROS pro-

duction. Thus, the use and verification of these autophagy methods in the

context of the redox environment of the cell will be extremely important to

understand autophagy and maintenance of the balance of ROS levels in bio-

logical systems.
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Abstract

H2O2 is a relatively stable, rapidly diffusing reactive oxygen species that has been
recently implicated as a mediator of leukocyte recruitment to epithelial wounds and
transformed cells in zebrafish. Whether H2O2 activates the innate immune response
by acting as a bona fide chemoattractant, enhancing chemoattractant sensing, or trig-
gering production of other chemoattractive ligands remains largely unclear. Here, we
describe the basic experimental procedures required to study these questions. We pre-
sent a detailed protocol of the zebrafish tail fin wounding assay and explain how to use
it for analyzing leukocyte chemotaxis in vivo. We further outline a method for H2O2

measurement in live zebrafish larvae using the genetically encoded sensor HyPer on
a wide-field and a spinning disk confocal microscope. These methods provide a basis
for dissecting the role of H2O2 in leukocyte chemotaxis in a vertebrate animal.
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1. INTRODUCTION

Chemotaxis is fundamental for a plethora of biological processes

including host defense, embryogenesis, or pathological conditions such as

cancer metastasis. The protective function of innate immune responses

strongly depends on the capability of leukocytes to detect and migrate along

chemical gradients emitted by pathogens, wounds, or damaged cells. Due to

their central role during host defense, leukocytes, especially neutrophil

granulocytes, are a prime focus of chemotaxis research. It has been known

for a long time that these cells produce reactive oxygen species (ROS) to kill

pathogens. Recent evidence suggests that ROS also control other crucial

aspects of leukocyte biology such as directional migration.

Cellular ROS are derived mainly from two sources: (i) mitochondrial

metabolism (Murphy, 2009) or (ii) regulatedNADPHoxidase (NOX) activ-

ity (Bedard & Krause, 2007). There are 7 NOX enzymes (NOX1-5 and

DUOX1-2) inmammals that catalyze the transfer of electrons fromNADPH

tomolecular oxygen. The initial product of this reaction is superoxide (O2
��),

or in case of DUOX enzymes, hydrogen peroxide (H2O2) (Geiszt, 2006).

Pathogen killing by leukocytes requires the phagocytic NADPH oxidase

enzyme, NOX2, to produce large amounts of O2
�� (Rada et al., 2008).

Lower, nontoxic concentrations of ROS can modulate inflammation by

activating proinflammatory signaling cascades such as the NF-kB pathway,

leading, for example, to chemokine production (Hayden & Ghosh, 2011).

Hydrogen peroxide is a particularly stable ROSwith an extracellular half-life

of�20 s (Barnard &Matalon, 1992). It diffuses approximately as fast as water

(Bienert, Schjoerring, & Jahn, 2006). Due to its biophysical properties,

hydrogen peroxide seems well suited to convey biological signals over larger

distances (i.e., hundreds of mm) through the extracellular space of tissues.

Indeed, recent evidence suggests that H2O2may function in a paracrine fash-

ion to mediate recruitment of leukocytes to injury sites (Niethammer,

Grabher, Look, & Mitchison, 2009) and transformed cells (Feng,

Santoriello, Mione, Hurlstone, & Martin, 2010).

Klyubin and colleagues were the first to propose that H2O2 acts as a leu-

kocyte chemoattractant. Using an in vitro under-agarose chemotaxis assay,

these authors showed that mouse peritoneal neutrophils migrate toward

H2O2 at concentrations as low as 10 mM (Klyubin, Kirpichnikova, &

Gamaley, 1996). In addition, H2O2 produced by the extracellular enzyme

lysyl oxidase (LOX) has been shown to be required for chemotaxis of
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vascular smoothmuscle cells (VSMCs; Li, Liu, Chou, & Kagan, 2000). LOX

catalyzes oxidation of specific lysine residues in collagen and elastin fibers of

the extracellular matrix. H2O2 and ammonia are by-products of this reac-

tion. Catalase administration abolished the chemotactic effect of LOX, dem-

onstrating that H2O2 mediates VSMC chemotaxis.

To act as a leukocyte chemoattractant in vivo, H2O2 must form a con-

centration gradient in the extracellular space that persists long enough and

reaches far enough to convey spatial information to distant leukocytes. In

principle, spatially graded production of H2O2 (i.e., through aNOX activity

gradient in the tissue), reaction–diffusion of H2O2, or a combination of both

mechanisms could create such a pattern. Indeed, tissue culture experiments

underline the paracrine signaling capabilities of H2O2. Specifically, it has

been shown that H2O2 produced by DUOX-expressing cells diffuses into

the cytoplasm of neighboring, nonexpressing cells, where it oxidizes cyste-

ine residues (Enyedi, Zana, Donko, & Geiszt, 2012).

The first evidence that H2O2 promotes leukocyte chemotaxis in intact

tissues came from Niethammer and colleagues. Using the zebrafish tail fin

wounding assay, they demonstrated that injury activates DUOX at the

wound site, which generates a H2O2 gradient that extends �100–200 mm
into the tissue (Niethammer et al., 2009). This signal was measured by cyto-

solic HyPer, a genetically encoded, ratiometric H2O2 sensor (Belousov

et al., 2006). The maximal HyPer-signal correlated in time with the arrival

of the first leukocytes. Genetic or pharmacological inhibition of DUOX

abolished the H2O2 gradient and impaired normal leukocyte recruitment.

This study demonstrated that H2O2 is required for wound recruitment of

leukocytes in zebrafish, but left open the question of how H2O2 precisely

mediates leukocyte recruitment.

Particularly, it remains unclear whether H2O2 in vivo mainly acts (i) as a

primary chemoattractant, (ii) as a permissive signal that enhances chemo-

attractant sensing of leukocytes, or (iii) as an inducer of chemoattractant pro-

duction/release in nonmyeloid cells.While all these ideas are consistent with

a paracrine signaling role of H2O2 and supported by published data, only the

first model implements H2O2 as a bona fide chemoattractant. Chemotactic

receptors are typically activated by noncovalent binding of peptide- or lipid

ligands to G-protein coupled receptors (GPCRs) or growth factor receptors

on the plasma membrane. Cells exposed to a localized source of chemo-

attractant polarize and directionally migrate in response to subtle spatial dif-

ferences in receptor occupancy. This allows cells to utilize shallow

concentration gradients of chemotactic ligands as guidance cues
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(Iglesias & Devreotes, 2012). Stable, noncovalent interactions of H2O2 with

chemotactic plasma membrane receptors have not been reported to date.

Thus, it is difficult to draw direct mechanistic analogies between the mode

of action of classic chemoattractants (e.g., chemokines, oxidized lipids) and

H2O2. It is, however, known that H2O2 can modulate intracellular signaling

through reversible oxidation of cysteine residues that posttranslationally reg-

ulate protein function (Nathan, 2003). Cysteine residues on the extracellular

side of transmembrane proteins are predominantly oxidized. Thus, H2O2

has to enter the cells to elicit reversible oxidation and modulate signaling.

H2O2 can pass through the plasma membrane via aquaporin channels

or—more slowly—by passive diffusion (Bienert et al., 2006). Due to its short

cytoplasmic half-life, H2O2’s activity radius is limited to the vicinity of the

plasma membrane, where many of the proteins involved in chemotactic sig-

naling reside. Known targets of reversible cysteine oxidation and potential

chemotactic regulators are protein tyrosine kinases and phosphatases. Cys-

teine oxidation of the myeloid-specific tyrosine kinase Lyn has recently been

demonstrated by Yoo and colleagues to be required for H2O2-dependent

leukocyte migration to wound sites in zebrafish (Yoo, Starnes, Deng, &

Huttenlocher, 2011). The exact mechanism, however, by which Lyn

instructs directional migration and regulates cell polarity remains to be

clarified.

The lipid phosphatase PTEN has also been described as a direct target of

H2O2-mediated oxidation, leading to its inhibition (Lee et al., 2002). Along

with SHIP1, PTEN regulates the levels of the polarization factor

PtdIns(3,4,5)P3 (Weiner, 2002), a lipid product of phosphatidylinositol

3-kinase (PI3K) that asymmetrically accumulates on the plasma membrane

of leukocytes upon exposure to a chemoattractant gradient. Oxidative inhi-

bition of PTEN may be required to generate an anterior–posterior gradient

of PI3K lipid products during stimulation with chemoattractants such as

fMLP (Kuiper, Sun, Magalhaes, & Glogauer, 2011). While PTEN is crucial

for effective directional sensing of the social amoebaDictyostelium discoideum,

genetic disruption of PTEN only has minor effects on neutrophil chemo-

taxis (Sarraj et al., 2009). By contrast, SHIP1 seems to have a more pro-

nounced role in regulating neutrophil chemotaxis (Mondal, Subramanian,

Sakai, Bajrami, & Luo, 2012); however, it is unclear if this enzyme is also

regulated by H2O2-mediated oxidation.

In tissues, H2O2 may also stimulate leukocyte recruitment by affecting

the production of chemoattractants. For example, H2O2 may enhance pro-

duction of GPCR ligands through activating the complement cascade
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(Shingu &Nobunaga, 1984), increase enzymatic or nonenzymatic lipid oxi-

dation (Grant et al., 2011; Perez, Weksler, & Goldstein, 1980), or stimulate

transcription of proinflammatory chemokines in wounded or infected tissue

(Roebuck et al., 1999). Chemotactic signaling by GPCR ligands is well

established and may provide a simple explanation for at least some of the

proinflammatory effects of H2O2.

To understand how H2O2 promotes leukocyte recruitment in vivo, it is

crucial to know when and where it is generated, how far and fast it

propagates through the tissue, whether it reaches potential target cells such

as leukocytes in a relevant time interval, and whether these target cells

directly sense H2O2. Themost straightforward way to study this is to directly

visualize the spatiotemporal patterns of H2O2 in intact tissues, probing its

propagation through intra- and extracellular spaces, and also the oxidative

responses it elicits in different target cells.

Zebrafish (Danio rerio) is excellently suited for this type of in vivo imaging

approach. Zebrafish larvae have an immune system that closely resembles

that of mammals (Lieschke & Trede, 2009). Their larvae are thin and trans-

parent, whichmake their tissues uniquely accessible for fluorescence micros-

copy. Ectopic expression of fluorescent proteins is achieved throughmRNA

injection into embryos at the one-cell stage, or through transgenesis using

tissue-specific promoters to drive protein expression. The contribution of

individual signaling pathways can be conveniently interrogated by reverse

genetics using morpholinos (Chen & Ekker, 2004), or addition of pharma-

cological antagonists/agonists to the fish-bathing medium. While mamma-

lian intravital imaging experiments are typically laborious and expensive to

repeat, sample throughputs of over 150–200 zebrafish/day can be achieved

in wide-field imaging assays by using a motorized stage that drastically

increases statistical confidence in the in vivo imaging results.

Wounding of zebrafish larvae at the tail fin generates a local, endogenous

source of H2O2 in the tissue that is required for recruitment of distant, peri-

vascular leukocytes (Niethammer et al., 2009). Notably, the currently avail-

able protein-based H2O2 sensors detect H2O2 levels through cysteine

oxidation, which is only reversible inside cells. This restricts steady-state

measurements of H2O2 to the cytoplasm, while direct imaging of extracel-

lular, paracrine H2O2 patterns in tissues remains a technical challenge to

date. However, as extracellular H2O2 rapidly diffuses into cells, cytoplasmic

HyPer is likely to indirectly report on extracellular H2O2 levels. In vivomea-

surements of cytoplasmic H2O2 in response to tail fin wounding are feasible

with HyPer, a genetically encoded H2O2 sensor of high dynamic range.
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Combined imaging of HyPer and leukocyte recruitment allows addressing

two related set of questions: First, is H2O2 production sufficient to recruit

leukocytes? The sufficiency hypothesis could be challenged through iden-

tification of experimental conditions that perturb leukocyte chemotaxis

(but not general migration), while leaving the wound-induced H2O2 gra-

dient intact. Second, is H2O2 directly sensed by leukocytes? Direct sensing

of an extracellular H2O2 gradient should gradually increase H2O2 levels

inside leukocytes as they move toward the wound. Confirmation of direct

sensing would strongly argue for a role of H2O2 as spatially instructive

chemoattractant in vivo as long as the sufficiency hypothesis is not rejected.

Rejection of the sufficiency hypothesis, but confirmation of the direct-

sensing hypothesis, would suggest a permissive role during leukocyte che-

motaxis. Rejection of both hypotheses would point to a role of H2O2 as

an inducer of chemoattractant release/production in tissues.

In the following section, we outline the basic experimental procedures to

set up and evaluate these types of experiments.

2. THE ZEBRAFISH TAIL FIN WOUNDING ASSAY

Wound healing and regeneration typically proceeds on the timescale

of hours to days. The first protective tissue responses (e.g., H2O2 production

and leukocyte recruitment) are initiated only seconds tominutes after injury.

We term this initial time window the “wound-detection phase”.Within the

first �40 min post-wounding (pw), cyclohexamide does not inhibit leuko-

cyte migration (our unpublished observations). This suggests that leukocyte

chemotaxis during the wound-detection phase does not require new protein

synthesis. It may rather depend on release of preformed chemoattractants, or

their rapid, enzymatic production. By contrast, the regulation of later stages

of wound inflammation and healing requires expression of new proteins

(e.g., chemokines, growth factors, etc.). The H2O2 signal at the wound

peaks �20 min after injury and largely diminishes over the course of

�40–60 min. To investigate the effects of wound margin H2O2 production

on leukocytes, a measurement time window of�40 min after injury is gen-

erally sufficient.

2.1. Protocol for leukocyte recruitment assay
Time-lapse imaging by transmissionmicroscopy allows easy identification of

all moving leukocytes in the larval tail fin. To retain the transparency of the

embryos, pigment formation should be inhibited by maintaining the larvae
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in medium containing 0.2 mM N-phenylthiourea (PTU; Sigma). Alterna-

tively, pigmentation mutant lines such as the casper can be used (White et al.,

2008). Retaining transparency is particularly important for assays involving

fluorescence imaging, while it may be dispensable for assays that solely rely

on transmission microscopy. An alternative approach to visualize leukocytes

is to use transgenic zebrafish lines expressing fluorescent proteins under the

control of different leukocyte-specific promoters (mpx, lysC, fli1, etc.)

(Hall, Flores, Storm, Crosier, & Crosier, 2007; Lawson & Weinstein,

2002; Renshaw et al., 2006). This method can be of advantage if there is

a need to differentiate between various leukocyte types. Silencing of the

transgene, however, may result in mosaic expression of the fluorescent

marker, leaving only a proportion of the leukocytes detectable. To avoid this

type of error, we prefer to use transmission microscopy to visualize all leu-

kocytes that migrate to the wound. The leukocyte population that migrates

to tail fin wounds within the first 40 min after injury mainly consists of neu-

trophils andmacrophages. Even without using transgenic markers, these two

cell types can often be differentiated by inspecting their morphology (e.g.,

migrating neutrophils appear compact, triangular shaped, while macro-

phages appear more branched) or quantifying their dynamic parameters

(neutrophils move approximately double as fast as macrophages). Slightly

offsetting the focus enhances the contrast of moving leukocytes and makes

them appear as black blobs allowing easy tracking (Fig. 14.1A).

2.2. Required materials
• E3 embryo medium (5 mM NaCl, 0.17 mM KCl, 0.33 mM CaCl2,

0.33 mMMgSO4), PTU, Tricaine (Sigma), lowmelting agarose (Lonza)

• Plastic and glass petri dishes, sterile plastic transfer pipettes

• Dissecting microscope and inverted microscope equipped with a camera

and motorized stage

• Tungsten needle (Fine Science Tools, 0.25 mm) and hair loop tool

(a short loop of hair squeezed into a pipette tip)

2.3. Setting up the experiment
• Maintain zebrafish at 28 �C in E3 embryo medium supplemented with

0.2 mM PTU.

• Dechorionate 2.5–3 dpf zebrafish embryos and anesthetize them�5 min

prior to wounding in a glass petri dish in E3 medium containing

0.2 mg/ml Tricaine (it is advised to keep the anesthetized larvae in glass
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dishes as they easily stick to plastic surfaces leading to a series of uni-

ntentional micro-wounds along the fin). Pharmacological compounds

can be added to the E3 medium for a typical preincubation time of

�45–60 min.

• Transfer larvae to a glass-bottom dish (Matek Corporation) using a plas-

tic transfer pipette. If a motorized stage is available and multiple embryos

can be imaged during the course of one experiment, it is advised to align

the embryos and flatten all tail fins before wounding. A hair loop tool is

most suitable for this task. After aligning the embryos, immobilize them

by carefully adding 1% lowmelting agarose (Lonza, dissolved in E3, pre-

pared fresh and kept at 42 �C) to the medium in a ratio of approx. 1:1

using a plastic transfer pipette and realign them if they moved as fast as

possible.

• Make an incision on the ventral tail fin of the embryos using a sterile

tungsten needle. In our experience, the size of the wound does not sig-

nificantly affect the extent of leukocyte recruitment if the length of the

wound margin is kept between 50 and 150 mm. For the sake of repro-

ducibility, it is advised to wound the tail fin between the tip of the noto-

chord and the loop of the caudal artery and vein as shown in
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Figure 14.1 Quantitative analysis of leukocyte recruitment to incisional tail fin wounds.
(A) Transmitted-light images of wounded caudal tail fins of zebrafish. Upper panel: Low
magnification image showing tracks of leukocyte migration over the course of 40 min
post-wounding (scale bar 100 mm). Lower panel: Zoom into tail fin region. In focus (left)
or slightly out of focus (right) images of migrating leukocytes (marked by arrows). Scale
bars, 10 mm. (B) Scheme of parameters measured for in-depth analysis of leukocyte
trajectories.
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Fig. 14.1A. The embryos should be wounded before the agarose solid-

ifies, within �2 min.

• Place the glass-bottom dish on the inverted microscope and gently add

E3 medium containing 0.2 mg/ml Tricaine to prevent the sample from

drying out. If pharmacological compounds are used, they should be

added to the agarose and the covering medium as well.

• Set the position of each embryo for multisample imaging and choose an

appropriate focal plane in which leukocytes appear as black blobs in the

light transmission images (Fig. 14.1A). Acquire an image every minute

for a period of 40 min keeping the temperature at�26–28 �C. The time

between wounding and the first acquisition should be noted and kept at

�3 min for each experiment.

2.4. Image analysis and quantification
Leukocyte recruitment can be imaged on any inverted microscope equipped

with a camera. We use a Nikon Eclipse Ti microscope equipped with a

20�plan-apochromat NA 0.75 air objective lens, an Andor Clara CCD

camera and a LED light source (Lumencor). Leukocyte recruitment is deter-

mined by counting all migrating cells that arrive at the wound margin within

43 min pw. Cells that already reside at the woundmargin at the beginning of

the time-lapse sequence (�3 min pw) are not counted.

In-depth analysis of leukocyte trajectories can be performed on the same

time-lapse data. To generate tracks, open the acquired time-lapse data set in

Fiji (Schindelin et al., 2012). Mark the center of the wound and the approx-

imate center of mass of the cells that move in the imaged tail fin using the

MTrackJ plugin. Include only the cells that describe a path of at least 50 mm
in the statistical path analysis. Furthermore, do not analyze tracks or part of

tracks within a radius of 50 mm around the center of mass of the triangular

wound region in order to avoid tracking of cells that had already reached the

wound and merely move along the wound margins. Average velocity (v) is

calculated as v¼ l/t track, with l being the length of the track and t track being

the total track time. Path linearity (which is frequently also termed “direc-

tionality”) is calculated asDp¼dOE/l, with dOE being the Euclidian distance

between origin (O) and endpoint (E) of the track. Wound directionality is

calculated as Dw¼ (dOW�dEW)/l, with dOW being the distance between

track origin and center of mass of the wound (W) and dEW being the distance

between track endpoint and W (Fig. 14.1B).
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It isworthnoting that theaveragevaluesobtained fromthe trackingdata also

represent the proportion of the different cell types that are dominantly migrat-

ing. Macrophages typically move slower (�4 mm/min) while granulocytes

migrate faster (�8 mm/min). The values of Dp and Dw typically range from

0.5 to 0.8, being lower when cell are not migrating and having higher values

during directional migration.

3. MEASURING H2O2 SIGNALS IN ZEBRAFISH

3.1. Considerations on choosing measurement
techniques

The most straightforward way of assessing paracrine H2O2 would be to

image extracellular H2O2 concentration in living tissues. A number of

H2O2-specific, membrane-impermeable dyes exist that principally allow

such extracellular measurements. In practice, however, their usefulness

for imaging H2O2 in tissues is limited. Varying tissue thickness/structure

demands for signal normalization in order to avoid false-positive signals.

Thus, ratiometric assays are preferred over single-wavelength approaches.

Unfortunately, most of the currently available redox dyes are nonratiometric

and react with H2O2 in an irreversible manner. Therefore, they only allow

cumulative endpoint measurements without signal normalization. In addi-

tion, diffusion of irreversibly converted dye may create artifactual diffusion

patterns that likely obscure actual spatial differences in extracellular H2O2

concentration.

Because of these complications, the best current option for H2O2 mea-

surements in tissues is the use of fluorescent protein-based intracellular pro-

bes. Several groups have developed genetically encoded H2O2 sensors in the

past years, such as the single-fluorescent protein-based HyPer and roGFP2-

Orp1 (Morgan, Sobotta, & Dick, 2011) or the FRET-based OxyFRET and

PerFRET probes (Enyedi et al., 2012). Other chapters in this volume exten-

sively describe how these probes work, and what their advantages and draw-

backs are. In our experience, fluorescent sensors with high dynamic range

such as HyPer are best suited to measure signals in live animals. The follow-

ing section will thus provide detailed description on using HyPer to assess

H2O2 levels.

3.2. Preparing tools to use HyPer in zebrafish
Since the first report by Niethammer et al. on the measurement of H2O2

gradients in live zebrafish larvae (Niethammer et al., 2009), several groups
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have successfully used HyPer in this system (Pase et al., 2012; Yoo,

Freisinger, LeBert, & Huttenlocher, 2012). The following section will

describe how to prepare and inject HyPer RNA into one-cell stage embryos

for ubiquitous expression and how to create transgenic zebrafish lines

expressing the probe in different tissues.

3.3. Preparing and injecting HyPer RNA
HyPer should be subcloned from the commercially available plasmid

(Evrogen) into a vector containing an SP6 RNA polymerase promoter site

such as pCS2þ. For in vitro RNA transcription, the mMESSAGE

mMACHINE® SP6 kit (Life Technologies) can be used after linearizing

�1–2 mg of the pCS2þ vector with NotI. We suggest using the

MEGAclear™ Kit (Life Technologies) to purify the capped RNA from

the reaction mix. A typical reaction yields �20 mg of RNA in a concentra-

tion of 0.3–0.5 mg/ml. Run an aliquot of the RNA on an agarose gel to

ensure the integrity of the product and store at �80 �C until further use.

For expression, inject �2.3 nl of RNA (0.5 mg/ml) into the 1–2-cell stage

embryos of wild-type AB or casper fish.

3.4. Generating transgenic lines expressing HyPer
The Tol2kit system is a convenient tool to generate stable transgenic

zebrafish lines (Kwan et al., 2007). The multisite Gateway technology

(Life Technologies) allows quick, site-specific recombination-based cloning

and modular assembly of promoter-coding sequence-30 tag constructs in a

Tol2 transposon backbone. To assemble an expression clone of HyPer, sub-

clone it into a middle entry clone available in the Tol2kit system, such as

pME-MCS. Various promoters can be used to create expression vectors all-

owing HyPer expression in different tissues, such as the ubiquitous beta-

actin promoter (from the p5E-bactin2 entry clone of the Tol2kit system)

or leukocyte-specific promoter such as lysC (Hall et al., 2007). The expres-

sion vector is created in an LR reaction catalyzed by the LR Clonase II Plus

enzyme mix (Life Technologies) using the 50, the middle and the SV40 late

polyA 30 entry clones along with the pDestTol2CG2 destination vector.

The resultant expression clone also drives the expression of a cardiac green

fluorescent protein (cmlc2:EGFP transgenesis marker) allowing for the easy

identification of transgenic embryos.

To create transgenic fish, a solution containing 25–25 pg of the expres-

sion plasmid and transposase mRNA (made by in vitro transcription from the
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pCS2FA-transposase plasmid) is injected into the cytosol of one-cell stage

casper or AB embryos. Injected larvae with mosaic cardiac EGFP expression

are raised to sexual maturity and screened by crossing with wild-type fish to

identify founders. F1 embryos are identified by EGFP expression and raised

to sexual maturity. Experiments should be performed on the progeny of F1

outcross with wild-type fish.

4. IMAGING H2O2 PRODUCTION BY WIDE-FIELD
MICROSCOPY

Wound-induced H2O2 signals are generated on the minute-to-hour

timescale. Capturing these signals does not require fast imaging and high

sampling rates. Low-resolution wide-field microscopy is suitable to assess

epithelial H2O2 production. Wide-field imaging at low magnification

(e.g., 20�) provides the large field of view necessary to capture tissue-scale

patterns and allows simultaneous leukocyte tracking in the transmitted light

channel. Multiple specimens can be followed at the same time using a

motorized stage that increases the sample size and statistical confidence.

4.1. Wounding the fish
Incisional wounds result in H2O2 production along the wound margin. To

achieve consistent and comparable results, it is advised to injure the larvae by

tail fin tip amputation using a needle knife (Fine Science Tools). For imaging

purposes, larvae should be embedded in 1% low melting agarose in a glass-

bottom dish as previously described for the leukocyte recruitment assay (see

earlier).

4.2. Microscope settings, fluorescence imaging
The optimal excitation wavelengths for ratiometric imaging of HyPer

are 500 and 420 nm. Emission is acquired in the YFP channel around

520 nm. Strong illumination of the sample may lead to irreversible

photo-oxidation. It is thus advised to optimize the imaging setup for min-

imal light exposure by using neutral density filters, or tuning down the illu-

minating light power. Using high-sensitivity CCD cameras reduces the

need for strong illumination, and if needed, exposure time can be increased

to �300 ms/wavelength to gain a signal significantly higher than the back-

ground. Since subcellular resolution is not required, it also helps to use high

camera gain and binning (4–8�bin). Similar to the leukocyte recruitment
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assay, imaging may be started at �3 min pw. We typically acquire an image

every 1–2 min to follow the course of H2O2 production.

4.3. Image processing and data analysis
The following steps are required to calculate HyPer ratio images from the

raw YFP500 and YFP420 images using Fiji:

• Apply a one-pass median filter to remove noise

(Process!Filters!Median filter!1 pixel).

• Subtract background by selecting a ROI outside the tail fin and sub-

tracting the average intensity of this ROI from the images frame by

frame (e.g., by using the “BG Subtraction from ROI” plugin (www.

uhnresearch.ca/facilities/wcif/imagej) by Cammer and Collins).

• Create a background mask by thresholding either image using the “dark

background” setting and calculating the threshold for every image using

the “triangle” method (Image!Adjust!Threshold). Divide the 8-bit

binary image with a fix value of 255 to set the mask values to “1” and the

background values to “0” and finally convert the image to 32-bits.

• Calculate the ratio (rat) image by dividing the background corrected

YFP500 and YFP420 images (Process! Image calculator!divide

(32-bit)) and apply the 16_colors LUT.

• Remove the background noise by multiplying the ratio image with the

background mask.

To standardize the measurement of H2O2 upregulation across different sam-

ples, the mean ratio acquired in a region of interest�100 mmwide directly at

the wound margin (ratwound) is divided by the mean basal ratio acquired in a

region of interest inside the body (ratbody, �300–400 mm distant from the

wound margin; Fig. 14.2).

5. IMAGING H2O2 PRODUCTION BY CONFOCAL
MICROSCOPY

Confocal imaging allows acquisition of high-resolution 3D images.

Traditional laser scanning techniques provide superior background rejection

but are rather slow and insensitive due to the use of low quantum efficiency

photomultiplier tube detection. As a result, samples are often heavily illumi-

nated. In live samples, this may affect the biological process of interest. We

therefore use laser spinning disk confocal microscopy, which is more suited

to observe live samples due to its speed and sensitive EMCCD detection.

Imaging a complete fin tissue at 1.5 mm Z-resolution is possible within
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�1 s (single color) or �2 s (two colors) at low light exposure resulting

in minimal photo toxicity. We use a Nikon Eclipse FN1 upright micro-

scope equipped with a 25� LWD Apo/NA1.1 water-dipping objective, a

Yokogawa spinning disk scan head (CSU-X1) and an Andor iXon3 897

electron multiplying CCD (EMCCD) camera with �98% quantum effi-

ciency. This imaging system achieves cellular resolution, which allows mea-

suring signals in individual epithelial cells or leukocytes.

5.1. Wounding and image acquisition
Confocal microscopy can be combined with laser ablation that can be

performed prior to or during image acquisition. Laser injury allows us to

visualize rapid responses that happen within seconds after injury. We use a

435-nm UV Micropoint laser (Andor) to wound the tail fin of anesthetized

larvae embedded in 1% lowmelting agarose.With theMicropoint laser, best

wounding results are achieved by focusing the laserblast on tissue boundaries.
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Figure 14.2 Wide-field imaging of wound margin H2O2 production in TG (bactin2:
HyPer) zebrafish. (A and B) HyPer ratio images at indicated time points calculated from
YFP500 and YFP420 images after applying a one-pass median filter, performing back-
ground (BG) subtraction and multiplying the ratio images with a mask derived from
the thresholded YFP images. (C) Normalized H2O2 production is calculated by dividing
the ratio values of a ROI along the woundmargin by the ratio values of a ROI in the body
of the embryo, distant from the wound margin. Scale bars, 100 mm.
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For ratiometric HyPer measurements, we use the 405- and 488-nm diode

laser lines (AndorRevolutionXD). Emission is collectedwith a 535/20 ban-

dpass filter (Chroma). Up to 30 Z-stack slices with a resolution of 2 mm are

acquired for every time point with the NIS-Elements software (Nikon) to

obtain images of the whole tail fin.

5.2. Image processing and data analysis
To process the 3D confocal series as wide-field images, project the YFP488
and YFP405 Z-stack images using the “average intensity” projection func-

tion and continue with the image processing steps described above to create

a projected ratio image. This is useful to evaluate H2O2 upregulation over

larger sections of the tail fin (Fig. 14.3A and B), or for samples in which indi-

vidual cells such as leukocytes express the HyPer probe. In the latter case,

moving cells often change their position along the Z-axis during the

time-lapse experiment, which makes it hard to follow them using wide-field

microscopy. This problem can be avoided by projecting all Z-slices of a

3D-stack.

The following protocol describes how to retain the original 3D data:

• Apply a one-pass 3D median filter on the YFP488 and YFP405 z-stacks to

eliminate noise (Process!Filters!Median 3D filter!1 pixel).

• Subtract background by selecting a ROI outside the tail fin and subtract

the average intensity of this ROI from the images frame by frame (e.g.,

by using the “BG Subtraction fromROI” plugin (www.uhnresearch.ca/

facilities/wcif/imagej) by Cammer and Collins).

• Create a background mask by thresholding either image using the “dark

background” setting and calculating the threshold using a fix selected

value (e.g., Image!Adjust!Huang Threshold). Divide the 8-bit

binary image with a fix value of 255 to set the mask values to “1” and

the background values to “0” and finally convert the image to 32-bits.

• Calculate the ratio (rat) images by dividing the background corrected

YFP488 and YFP405 images (Process! Image calculator!divide

(32-bit)) and apply the 16_colors LUT.

• Remove background noise by multiplying the ratio image with the

background mask.

Orthogonal views of the 3D image reveal the ratio values of cells underneath

the superficial epithelial layer, such as leukocytes (Fig. 14.3C). 3D ratio anal-

ysis is particularly useful for measuring H2O2 production of single cells when

HyPer is expressed in the whole tissue.
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Abstract

Mitochondrial uncoupling protein-2 (UCP2) regulates glucose-stimulated insulin secre-
tion (GSIS) by pancreatic beta cells—the physiological role of the beta cell UCP2 remains
a subject of debate. Experimental studies informing this debate benefit from reliable
measurements of UCP2 protein level and activity. In this chapter, we describe how
UCP2 protein can be detected in INS-1 insulinoma cells and how it can be knocked
down by RNA interference. We demonstrate briefly that UCP2 knockdown lowers
glucose-induced rises in mitochondrial respiratory activity, coupling efficiency of oxida-
tive phosphorylation, levels of mitochondrial reactive oxygen species, and insulin secre-
tion. We provide protocols for the detection of the respective UCP2 phenotypes, which
are indirect, but invaluable measures of UCP2 activity. We also introduce a convenient
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method to normalize cellular respiration to cell density allowing measurement of UCP2
effects on specific mitochondrial oxygen consumption.

1. INTRODUCTION

Pancreatic beta cells contribute to glucose homeostasis by secreting

insulin when the blood glucose level is high. Mitochondria are essential

for this glucose-stimulated insulin secretion (GSIS) as they generate signals

that couple oxidative glucose catabolism to insulin release (Barlow,

Hirschberg, & Affourtit, 2013). According to the canonical GSIS model,

the ATP/ADP ratio is the key signal that triggers insulin secretion

(Rutter, 2001), but other mitochondria-derived GSISmediators are of likely

importance (MacDonald, 2004). For example, hydrogen peroxide has

recently been suggested as a novel GSIS signal (Pi et al., 2007). In mouse

pancreatic islets, mitochondrial uncoupling protein-2 (UCP2) can dampen

glucose-induced increases in ATP (Zhang et al., 2001) and lower reactive

oxygen species (ROS) (Robson-Doucette et al., 2011), and UCP2 thus

likely plays an important part in beta cell biology. Studies aimed at clarifying

the still debated physiological role of the beta cell UCP2 benefit from reli-

able information on protein levels and activity. In this chapter, we describe

how to measure and knockdown UCP2 protein in INS-1 insulinoma cells,

and we provide methods to determine UCP2 activity in this widely used

pancreatic beta cell model.

2. TISSUE CULTURE

INS-1 cells are grown in a humidified carbogen atmosphere (5%CO2,

95% air) in RPMI-1640 medium (Sigma R0883) that contains 11 mM glu-

cose and 2 g/L sodium bicarbonate—buffering the growth medium at pH

7.2 under carbogen—and is supplemented with 5% (v/v) heat-inactivated

fetal calf serum (Sigma F9665), 10 mM HEPES, 1 mM sodium pyruvate,

2 mM glutamine, 50 mM b-mercaptoethanol, 100 U/mL penicillin, and

100 mg/mL streptomycin. Note that glutamine is an absolute requirement

in all growth media and assay buffers to ensure full translation of UCP2

mRNA. Cells are kept in 75-cm2 BD Falcon™ flasks and passaged by

trypsinization: at 85–90% confluence, cells are washed twice with 10 mL

Dulbecco’s phosphate-buffered saline (DPBS, Invitrogen 14190-185) after
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which 2 mL trypsin-EDTA (Invitrogen 15630-056) is spread equally across

the monolayer and then removed immediately. Cells are detached by gentle

tapping and resuspended in 10 mL supplemented RPMI. For UCP2 activity

assays, cells are counted with an “Improved Neubauer” hemocytometer

(Weber Scientific International Ltd.) and seeded at appropriate density

(see details below) on Seahorse Bioscience XF24 V7 (Part #100777-004)

or 96-well Corning (Costar® 3595) cell culture microplates.

3. UCP2 PROTEIN DETECTION

3.1. Sample preparation
Cells grown to roughly 80% confluence on Seahorse or Corning microplates

are washed by adding 500 mL DPBS to the 200 mL growth medium in each

well and removing 650 mL, leaving a notional volume of 50 mL. Another
500 mL DPBS is added to a single well and cells are resuspended by pipetting

up and down vigorously—the cell suspension is then transferred to obtain cells

from another well and this process is repeated until cells from an entire plate

have been collected. Pooled cells are harvested and counted in DPBS follow-

ing a 5-min spin at maximum speed in a microfuge. After another 2-min

centrifugation, cells are solubilized in gel-loading buffer (10% (w/v) SDS,

250 mM Tris–HCl (pH 6.8), 5 mM EDTA, 50% (v/v) glycerol, 5% (v/v)

b-mercaptoethanol, 0.05% (w/v) bromophenol blue) at 5.6�103 cells/mL.
Complete solubilization is ensured by thorough pipetting, 30-s vortexing

and a 5 min incubation at 100 �C. After being allowed to cool down for

2 min, samples are divided into 25 mL aliquots (1.4�105 cells each) that

can be used for analysis immediately or may be stored at �80 �C for at least

several weeks.

3.2. Western analysis
Cell lysate equivalent to 1.12�105 cells (20 mL sample) is separated on a 12%

SDS polyacrylamide gel by running it at 150 V for 90 min. Proteins are trans-

ferred to a nitrocellulose membrane (Whatman Protan BA85) using a semi-

dry Trans-Blot SD (Biorad) transfer cell set at 20 V for 30 min. After one

rinse with Tris-buffered saline (TBS), the membrane is blocked for 2 h at

room temperature in TBS containing 3% (w/v) bovine serum albumin

(BSA) and then probed overnight at 4 �C with 1� antibodies diluted

1:2500 in TBS containing 0.1% (v/v) Tween-20 (TBST). Previously, we

used goat anti-UCP2 antibodies from Santa Cruz for this purpose
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(Affourtit & Brand, 2009), but we obtain more consistent results with rabbit

anti-UCP2 antibodies from Calbiochem (catalogue #662047). Following

incubation with 1� antibodies, the membrane is washed (1� quickly, 1�
15 min, 3� 5 min) with TBST and then incubated for 1 h—at room tem-

perature and protected from light—with ECL Plex goat antirabbit 2� anti-
bodies (GE Healthcare Life Sciences, catalogue #GZPA45012) that are

diluted 1:2500 in TBST and are coupled to Cy5, a fluorescent dye that

exhibits maximum excitation/emission at 650/670 nm. After washing the

membrane with TBST (1� quickly, 1� 15 min, 2� 5 min) and

TBS (2� 5 min), cross-reacted proteins are visualized with a Typhoon™
FLA 9500 biomolecular imager (GE Healthcare Life Sciences) applying a

long pass red filter to detect Cy5 fluorescence. Following 5-min rehydration

in distilled water, the membrane is stained for 5 min with GelCode® Blue

reagent (Pierce Biotechnology) diluted 2� in water, destained via two

brief washes with a mix of 50% (v/v) methanol and 1% (v/v) acetic acid,

and then rescanned with the Typhoon™ imager to visualize total protein.

Images are analyzed with ImageQuant TL software (GE Healthcare Life

Sciences), and Cy5 fluorescence is normalized to total protein allowing

quantitative comparison between different experiments.

4. UCP2 PROTEIN KNOCKDOWN

UCP2 protein can be knocked down in INS-1 cells with siRNA

oligo-nucleotides predesigned by Ambion (Huntingdon, UK). In our

hands, the most effective siRNA is targeted at exon 8 of the rat Ucp2 (50–
30 sense sequence: CGUAGUAAUGUUUGUCACCtt) and typically

achieves more than 80% protein knockdown (Affourtit & Brand, 2009).

Cells are seeded on Seahorse XF24 or Corning 96-well cell culture plates

(4�104 cells in 200 mL per well) and cultured overnight in RPMI lacking

antibiotics to roughly 50% confluence. Cells are transfected with

200 nM Ucp2 siRNA that has been allowed to complex with 1.7 mg/mL

Lipofectamine™ 2000 (Invitrogen, UK) for 20 min at room temperature

in RPMI lacking fetal calf serum and antibiotics. In parallel, cells are trans-

fected with scrambled siRNA (Ambion, Silencer® Negative Control 1) to

control for possible nonspecific transfection effects. Following 2–3 days’ fur-

ther growth, cells are collected for Western analysis to confirm UCP2

knockdown or subjected to functional UCP2 assays.
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5. UCP2 ACTIVITY

Uncoupling proteins catalyze a proton leak across the mitochondrial

inner membrane and thus dissipate the protonmotive force as heat (Esteves

& Brand, 2005). Ideally, comparison of proton leak activity between experi-

mental systems requires simultaneous measurement of oligomycin-resistant

mitochondrial respiratory activity and the membrane potential so that proton

fluxes can be compared at identical driving forces (Affourtit & Brand, 2009).

Although a novel method to quantify membrane potentials in intact cells

has been reported recently (Gerencser et al., 2012), its relatively complicated

nature impedes routine application at present. Our current inability to readily

compare proton leak kinetics (i.e., the dependency of proton leak onmembrane

potential) in INS-1 cellswith andwithoutUCP2 thus stands in thewayof a direct

beta cell UCP2 activity assay. However, we have shown that UCP2 increases

the basal mitochondrial INS-1E respiratory activity (Affourtit, Jastroch, &

Brand, 2011). Moreover, UCP2 attenuates glucose-induced increases in

mitochondrial respiration, coupling efficiency of oxidative phosphorylation,

mitochondrial ROS, and insulin secretion (Affourtit et al., 2011). These

UCP2-dependent phenotypes allow indirect measurement of UCP2 activity.

5.1. Mitochondrial bioenergetics: Glucose-stimulated
respiration and coupling efficiency

The glucose sensitivity of mitochondrial respiration and the coupling

efficiency of oxidative phosphorylation—defined as the proportion of mito-

chondrial respiration used tomake ATP—are calculated frommitochondrial

oxygen uptake rates, which are conveniently measured in intact INS-1 cells

using Seahorse extracellular flux (XF) technology (Affourtit & Brand, 2009).

Cells are seeded and cultured on XF24 cell culture plates and then washed

into a glucose-free Krebs-Ringer buffer (KRH) containing 135 mM NaCl,

3.6 mM KCl, 10 mM HEPES (pH 7.4), 0.5 mM MgCl2, 1.5 mM CaCl2,

0.5 mM NaH2PO4, 2 mM glutamine, and 0.1% (w/v) BSA. Note that

this KRH formulation contains glutamine to ensure that UCP2 mRNA is

translated fully but lacks the usually included sodium bicarbonate to prevent

alkalinization of the medium during respiratory and other functional assays.

Washed cells are incubated at 37 �Cunder air for 30 min and then transferred

to a Seahorse XF24 XF analyzer (controlled at 37 �C) for a 10-min calibra-

tion and three measurement cycles comprising a 1-min mix, 2-min wait,
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and 3-min measure period each. Glucose is then added and stimulated

oxygen uptake is monitored for eight further measurement cycles. At this

point, 1 mM oligomycin and a mixture of 1 mM rotenone and 2 mM
antimycin A are added sequentially to, respectively, inhibit the mitochon-

drial ATP synthase and to determine non-mitochondrial respiration.

As illustrated in Fig. 15.1, glucose sensitivity of mitochondrial respiratory

activity is calculated by dividing total oxygen uptake activity in the presence

of glucose ( JG15) by the basal respiratory rate ( JB). The coupling efficiency of

oxidative phosphorylation is approximated (cf. Affourtit & Brand, 2009) by

expressing oligomycin-sensitive respiration ( JG15–JOLI) as a fraction of total

respiration ( JG15). Rotenone and antimycin A-resistant respiratory activity

( JRA) is subtracted from all other activities to correct for non-mitochondrial

oxygen consumption. Thus, glucose sensitivity¼ ( JG15� JRA)/( JB� JRA)

and coupling efficiency¼1� (( JOLI� JRA)/( JG15� JRA)). The glucose sen-

sitivity and coupling efficiency calculated from Fig. 15.1 are 1.6�0.046 and

0.54�0.0057, respectively. In other words, 15 mM glucose causes a 60%
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Figure 15.1 Glucose-stimulated mitochondrial respiration and coupling efficiency of
oxidative phosphorylation. Cells were seeded in XF24 plates at 6�104 cells per
well and grown for 48 h, washed into glucose-free KRH, and assayed in a Seahorse
XF analyser (see text). JB, JG15, JOLI, and JRA reflect basal respiration or the respiratory
rates observed in the cumulative presence of 15 mM glucose, 1 mM oligomycin, and
a mixture of 1 mM rotenone and 2 mM antimycin A, respectively. Compounds were
added at times indicated by arrows. Data represent oxygen uptake rate (Jo) means of
five wells.
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increase in basal INS-1 respiratory activity and the cells used just over half of

this stimulated activity to make ATP. Importantly, in substrate-starved INS-

1E cells, UCP2 knockdown stimulates the sensitivity of mitochondrial res-

piration to glucose (Fig. 15.2A) as well as the coupling efficiency at 30 mM

glucose (Fig. 15.2B). These UCP2 effects are relatively modest—28% and

25% stimulation, respectively—but they are statistically significant and dem-

onstrate that respiratory sensitivity to glucose and coupling efficiency are

valuable indicators of UCP2 activity.

5.2. Mitochondrial bioenergetics: Basal respiratory activity
In addition to the bioenergetic phenotype shown in Fig. 15.2, UCP2 has a

stimulatory effect on basal mitochondrial oxygen uptake in INS-1 cells

Figure 15.2 UCP2 activity. Cells were seeded in XF24 (A and B) or 96-well (C and D)
plates at 4�104 cells per well, grown overnight, and then transfected with Ucp2 or
scrambled siRNA. Prior to all functional assays, cells were starved for 2 h in RPMI lacking
glucose and pyruvate and containing only 1% (v/v) fetal calf serum. Cells were washed
twice with glucose-free KRH, incubated in this buffer for 30 min at 37 �C (in a Seahorse
XF analyzer or a shaking plate incubator procured from Labnet International), and then
subjected to 30 mM glucose. UCP2 knockdown increases glucose sensitivity of mito-
chondrial respiration (A), coupling efficiency of oxidative phosphorylation (B), MitoSOX
oxidation (C), and insulin secretion (D). Data were derived from published results
(Affourtit et al., 2011) and were normalized to the means calculated from experiments
with UCP2-containing cells. Controls�SEM: glucose sensitivity¼1.3�0.06; coupling
efficiency¼0.32�0.01; MitoSOX oxidation¼0.00118�0.000145 relative fluorescence
units per second; insulin secretion¼8.97�0.76 ng insulin per well per 30 min.
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(Affourtit et al., 2011). Basal oxygen uptake is an a priori non-normalized

bioenergetic parameter and may thus only be compared between experi-

mental systems (e.g., cells�UCP2) if normalized, for example, to cell num-

ber. Densities of attached INS-1 cells can be determined conveniently in

XF24 plates by probing the metabolic activity in each well with C12-

resazurin, a cell viability probe that is reduced in metabolically active cells

to the fluorescent C12-resorufin. Lyophilized C12-resazurin powder is

bought as part of a commercial kit (Invitrogen V-23110), dissolved at

10 mM in dimethylsulfoxide (Fisher BPE231-100), and stored at �20 �C
in 500 mL aliquots. On the day of use, C12-resazurin is diluted in PBS

(Sigma P4417) to 300 nM and protected from light. Immediately following

Seahorse measurement of basal oxygen uptake, KRH buffer is replaced with

100 mL per well supplemented RPMI to which 20 mL diluted C12-resazurin

is added achieving a working concentration of 50 nM. The XF24 plate is

then wrapped in aluminum foil and incubated at 37 �C under carbogen

for 50 min. Total C12-resorufin produced in metabolically active cells is

measured by detecting the total fluorescence in each well using a

PHERAstar FSmicroplate reader (BMGLABTECH) in fluorescence inten-

sity, bottom-reading and well-scanning mode. C12-resorufin is excited at

540 nm, and emitted light is detected at 590 nm.

Figure 15.3A shows the dependency of total well C12-resorufin fluores-

cence on seeding density, which is described by a relation that is linear for

densities between 1�104 and 1�105 cells per well. Typical seeding densi-

ties fall in the middle of this range, and the resazurin assay is, therefore, well

suited to quantitatively detect positive and negative effects of a treatment on

cell growth and any functional cell-normalized parameter. Figures 15.3B

and C demonstrate, for example, clearly that normalization of cell respira-

tion to C12-resorufin fluorescence yields specific oxygen uptake rates that

are consistent within a wide range of cell densities. It is generally possible,

however, that parameters normalized to cell number using the resazurin

assay are confounded by effects of a particular treatment on the specific met-

abolic activity of cells—the lack of such effects needs to be confirmed by

independent control experiments.

5.3. Mitochondrial reactive oxygen species
Cells are seeded and cultured on 96-well plates and then starved andwashed as

described in the legend of Fig. 15.2. Subsequently, cells are incubated

with 5 mM MitoSOX (Invitrogen M36008), a mitochondria-targeted

hydroethidinederivative that is oxidizedby superoxide.FluorescentMitoSOX
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Figure 15.3 Normalization of basal respiration to cell number. Cells were seeded on
XF24 plates at densities ranging from 1�104 to 1�105 cells in 200 mL RPMI per well
and grown for 24 or 48 h (A and B, respectively). (A) Total C12-resorufin formed during
a 50-min incubation with 50 nM C12-resazurin was measured as described in the text.
Data represent fluorescence means�SEM expressed in relative fluorescence units
(RFU) corrected for cell-free background fluorescence. (B, C) Basal respiration was mea-
sured 4� after which the cells were incubated for 50 min with 50 nM C12-resazurin.
Respiratory rates are plotted against applied seeding density and expressed as time-
resolved oxygen uptake per well (B) or per cell (C). Cell densities to which basal respi-
ration was normalized were derived from the measured total C12-resorufin fluorescence
using data shown in panel A. The plate reader’s focal height was set at 2 mm, and its
gain was fixed between different experiments. Data represent means�SEM calculated
from 6 to 12 individual wells sampled from 2 to 3 separate plates. Data were fitted to
linear expressions with slope kept variable (A and B) or set to zero (C).



oxidation products are excited at 510 nm, and emission is recorded at

580 nmtwice everyminute for 1 h. The slope of the resultant progress curve

is expressed in relative fluorescent units per second and is proportional

to the mitochondrial superoxide level. The mitochondrial origin

of superoxide is confirmed by repeating the experiment with 1 mM
antimycin A or 1 mM of the chemical uncoupling agent carbonyl cyanide

p-trifluoromethoxyphenylhydrazone, which increases and decreases the

MitoSOX oxidation rate, respectively. Although MitoSOX is used widely

to report superoxide, it should be stressed that this probe is also oxidized,

albeit to a lesser extent, by hydrogen peroxide (in the presence of perox-

idases) and intracellular oxidoreductases. Additionally, since MitoSOX is

charged, its uptake into the mitochondria and subsequent oxidation are

affected by mitochondrial membrane potential as well as by ROS. Impor-

tantly, UCP2 knockdown increases the MitoSOX oxidation rate seen with

starved INS-1 cells incubated at 30 mM glucose by almost 60%

(Fig. 15.2C). Keeping in mind the incomplete specificity of MitoSOX

and the complicating effects of possible changes in membrane potential,

it may be concluded that UCP2 activity lowers mitochondrial ROS at

high glucose. The UCP2 effect on mitochondrial ROS is larger than

the UCP2 effects on mitochondrial respiration (Fig. 15.2), and MitoSOX

oxidation differences between systems�UCP2 are thus a useful additional

qualitative indication of UCP2 activity.

5.4. Insulin secretion
We observe the largest effect of UCP2 knockdown in INS-1 cells on GSIS:

insulin secretion at 30 mM glucose is almost twice as high in cells lacking

UCP2 as in cells containing UCP2 (Fig. 15.2D). The relative magnitude of

the UCP2 phenotype renders GSIS an attractive assay to gauge UCP2

activity, but it should be kept in mind that insulin secretion is a less direct

reflector of UCP2 function (i.e., partial dissipation of the proton motive

force) than mitochondrial respiratory activity, coupling efficiency, or

mitochondrial ROS. For GSIS experiments, cells are grown, starved,

and washed the same way as for the MitoSOX assay. Following a

30-min glucose exposure, 50 mL assay medium is collected from each well

and centrifuged for 1 min at maximum microfuge speed to pellet any

detached cells. The supernatants can be stored at �20 �C for several

weeks or their insulin content can be quantified immediately by ELISA

(Mercodia, Uppsala, Sweden).
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Abstract

Hydrogen peroxide (H2O2) is an important regulator of cellular events leading to glu-
cose transport activation in mammalian skeletal muscle. In the absence of insulin,
H2O2 in the low micromolar range engages the canonical IRS-1/PI3K/Akt-dependent
insulin signaling pathway, as well as other signaling elements (AMPK and p38 MAPK),
to increase basal glucose transport activity. In contrast, in the presence of insulin, H2O2

antagonizes insulin signaling by recruitment of various deleterious serine/threonine
kinases, producing a state of insulin resistance. Here, we describe the H2O2 enzymatic-
generating system, utilizingglucoseoxidase, thathasbeenused to investigate the impact
of H2O2 on cellular signalingmechanisms related to glucose transport activity in isolated
rat skeletal muscle preparations, such as the soleus. By varying the glucose oxidase
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concentration in the medium, target ranges of steady-state H2O2 concentrations
(30–90 mM) can be attained for up to 6 h, with subsequent assessment of cellular signal-
ing and glucose transport activity.

1. INTRODUCTION

The transmembrane transport of glucose inmammalian skeletal muscle

cells is considered the rate-limiting step for the intracellularmetabolismof this

sugar (Holloszy&Hansen, 1996). This glucose transport process inmyocytes

is regulated, on the one hand, by the peptide hormone insulin through a series

of intracellular signaling events (Henriksen, 2002; Henriksen, Diamond-

Stanic, & Marchionne, 2011; Shepherd & Kahn, 1999; Zierath, Krook, &

Wallberg-Henriksson, 2000), and, on the other hand, by a distinct set of sig-

naling molecules that are activated during muscle contractions (Jessen &

Goodyear, 2005; Shepherd&Kahn, 1999). These signaling events are briefly

summarized below.

1.1. Regulation of the skeletal muscle glucose
transport system

The canonical insulin-dependent signaling pathway includes activation of

the insulin receptor and intracellular insulin receptor substrate (IRS) by

tyrosine phosphorylation, engagement of phosphatidylinositol 3-kinase

(PI3K) producing phosphatidylinositol-3,4,5-trisphosphate, which alloste-

rically activates phosphoinositide-dependent kinases (PDKs). PDKs can

stimulate Akt directly by Thr308 phosphorylation. Activation of the mTOR

complex 2 (Ikenoue, Inoki, Yang, Zhou, & Guan, 2008; Kleiman, Carter,

Ghansah, Patel, & Cooper, 2009) can also stimulate Akt by a mechanism

involving Ser473 phosphorylation. An important substrate for Akt is the

Rab-GTPase-containing AS160, also known as TBC1D4 (Sano et al.,

2003). Akt phosphorylation inactivates AS160, facilitating translocation of

GLUT-4-sequetering vesicles to the plasma membrane, thereby enhancing

glucose transport activity (Cartee & Wojtaszewski, 2007). Defects in this

IRS/PI3K/Akt/AS160 signaling pathway are responsible for many condi-

tions of insulin resistance in skeletal muscle (Shepherd & Kahn, 1999;

Zierath et al., 2000), and this insulin resistance is critical for the transition

to a state of overt type 2 diabetes (American Diabetes Association, 2013).

The contraction-dependent pathway engages a distinct set of signaling

elements, with a critical role of the activation of 50-AMP-dependent protein
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kinase (AMPK) (Hardie, 2011; Winder & Thomson, 2007). This AMPK-

dependent pathway also causes phosphorylation and inactivation of AS160,

with associated increases in GLUT-4 translocation and glucose transport

activity (Cartee & Wojtaszewski, 2007). This pathway for activation of

glucose transport is obviously crucial for supplying glucose as a substrate

to contracting skeletal muscle during an exercise bout (Jessen &

Goodyear, 2005).

1.2. Evidence for H2O2 as a modulator of cellular signaling
Ample evidence exists in the literature for an important role of H2O2 as a

modulator of cellular signaling in the context of glucose transport regulation

in mammalian skeletal muscle (Henriksen et al., 2011). An important site of

H2O2 production in myocytes is the mitochondrion (Stone & Yang, 2006).

This H2O2 production is likely crucial for many cellular functions (Stone &

Yang, 2006), including activation of the basal glucose transport process by

engagement of AMPK-dependent and IRS/PI3K/Akt-dependent path-

ways (Kim, Saengsirisuwan, Sloniger, Teachey, & Henriksen, 2006). How-

ever, overproduction of H2O2 from myocellular mitochondria under

conditions of nutrient excess or in the context of obesity is associated with

impaired insulin signaling and glucose transport activity, that is, insulin resis-

tance (Anderson et al., 2009; Hey-Mogensen, Jeppesen, Madsen, Kiens, &

Franch, 2012). Although H2O2 is only a moderately reactive oxidant, it can

be readily reduced via the Fenton reaction (using Cu2þ or Fe2þ) to the

highly reactive hydroxyl radical (OH), which can markedly impair IRS/

PI3K/Akt-dependent insulin signaling, leading to insulin resistance of glu-

cose transport activity (Evans, Goldfine, Maddux, & Grodsky, 2002, 2003;

Henriksen et al., 2011).

The remainder of this chapter will focus primarily on methods for mod-

ulating H2O2 exposure of isolated skeletal muscle strips from rodents (pri-

marily rats). Subsequently, the impact of this oxidant exposure on the

regulation of the glucose transport system in these isolated muscle prepara-

tions will be discussed, in order to underscore the physiological and patho-

physiological significance of H2O2 as a modulator of glucose metabolism.

2. IN VITRO EXPOSURE TO H2O2

2.1. Simple addition of H2O2 to medium
The most basic approach for determining the impact of H2O2 on cellular

signaling for regulation of glucose transport activity is the simple addition
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of H2O2 directly to the medium in order to attain some given H2O2 con-

centration. Early studies were restricted to exposure of cells to high concen-

trations (1 mM or more) of H2O2 (Hadari et al., 1992; Hayes & Lockwood,

1987; Heffetz, Bushkin, Dror, & Zick, 1990), which did not reflect the con-

centrations typically seen in the plasma (Bonnard et al., 2008). Later studies

utilized more reasonable H2O2 concentrations. For example, the study of

Blair, Hajduch, Litherland, and Hundal (1999) used the approach of expos-

ing L6 myotubes for short durations (30 min) to H2O2 concentrations rang-

ing from 50 mM to 1 mM, with subsequent assessment of glucose transport

activity or cellular signaling (such as Akt phosphorylation). A similar

approach was used more recently by Bonnard et al. (2008), in which

C2C12 muscle cells were incubated for extended periods of time (up to

96 h) with 100 mMH2O2 in order to assess the effect of this oxidant onmito-

chondrial protein expression and function. While this approach is certainly

straight forward and easily implemented, the actual concentration of H2O2

in the medium, unless explicitly determined, is likely to be less than that

targeted due to the removal of H2O2 by the endogenous catalase activity

possessed by the cells. For this reason, methods for continuously producing

H2O2 in the medium to attain a target value or range have been developed

and used, as described in the following section.

2.2. Glucose oxidase method of in vitro H2O2 generation
Awell-definedH2O2 enzymatic-generating system for investigations ofH2O2

on the cellular regulation of glucose transport activitywas used initially in stud-

ies utilizing cultured cells by the research group of Nava Bashan in Israel

(Kozlovsky, Rudich, Potashnik, & Bashan, 1997; Rudich, Kozlovsky,

Potashnik, & Bashan, 1997; Rudich, Tirosh, Potashnik, Khamaisi, &

Bashan, 1999; Rudich et al., 1998). In these experiments, 3T3-L1 adipocytes

were incubated in medium containing 5 mM glucose and 25–50 mU/ml

glucose oxidase, which produced a steady-state concentration of 8–15 mM
H2O2 in the medium (Rudich et al., 1997, 1998), whereas incubation with

5 mM glucose and 100 mU/ml glucose oxidase produced �27 mM H2O2

(Rudich et al., 1999). Experiments in L6 myotubes using 5 mM glucose

and 50 mU/ml glucose oxidase produced 20–40 mM H2O2 for up to 24 h

(Kozlovsky et al., 1997). Maddux et al. (2001) subsequently investigated this

approach in L6 myotubes overexpressing GLUT-4 protein, and reported

�35 mM H2O2 for up to 18 h when cells were incubated in 5 mM glucose

and 100 mU/ml glucose oxidase.
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This H2O2 enzymatic-generating system has been applied more recently

to isolated rat skeletal muscle preparations (Archuleta et al., 2009; Diamond-

Stanic et al., 2011; Dokken, Saengsirisuwan, Kim, Teachey, & Henriksen,

2008; Kim et al., 2006; Santos, Diamond-Stanic, Prasannarong, &

Henriksen, 2012; Vichaiwong et al., 2009). These studies have utilized both

isolated epitrochlearis muscle (predominantly fast-twitch glycolytic fibers)

and soleus muscle strips (mainly slow-twitch oxidative fibers) (Henriksen

et al., 1990). In these studies, 8 mM glucose and 100 mU/ml glucose oxidase

produced 50–90 mMH2O2 for up to 2 h in the absence (Kim et al., 2006) or

presence (Dokken et al., 2008; Vichaiwong et al., 2009) of insulin. Extended

exposures to these same incubation conditions for 4 h (Archuleta et al.,

2009) or 6 h (Diamond-Stanic et al., 2011; Santos et al., 2012) produced

similar medium concentrations of H2O2 (�70 mM). It should be noted that

the incubation medium is changed every hour to provide fresh medium

containing glucose oxidase.

H2O2 in the medium of these in vitro studies was determined using the

method of Thurman, Ley, and Scholz (1972) as described by Kozlovsky et al.

(1997) andMaddux et al. (2001). In this method, 1 ml of the medium is acid-

ified with 0.1 ml trichloroacetic acid (50%, w/v) on ice and centrifuged for

10 min at 5000� g. The supernatant is then added to 0.2 ml of 10 mM fer-

rous ammonium sulfate and 0.1 ml of 2.5M potassium thiocyanate. The

absorbance of the ferrithiocyanate complex at 491 nM is then measured

spectrophotometrically, and H2O2 concentration is determined using a

tert-butyl hydroperoxide standard curve.

2.3. Other methods for assessment of H2O2 in plasma
and skeletal muscle

While the spectrophotometric approach for assessingH2O2 in the medium is

effective and useful, other approaches for determining cellular exposure to

H2O2 exist and should be briefly mentioned. In the study of Anderson et al.

(2009), the H2O2-emitting potential of mitochondria, which reflects the

equilibrium between the formation of superoxide ion (and electron leak)

in the electron transport chain and the matrix scavenging of H2O2, was

determined in vitro. Interestingly, both overnutrition of rats (high fat feeding)

and human obesity are associated with an increased H2O2-emitting potential

of mitochondria and can be linkedmechanistically with impaired insulin sig-

naling in skeletal muscle (Anderson et al., 2009).

Other methods for assessing H2O2 exposure are of utility. For example, in

Bonnard et al. (2008), a commercially available kit (Invitrogen, Grand
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Island, NY) using Amplex Red hydrogen peroxide assessment was used to

demonstrate that a high-fat/high-sucrose diet in mice leads to elevations in

plasma H2O2 and to specific mitochondrial dysfunctions in skeletal muscle.

A similar approach (Molecular Probes, Carlsbad, CA) was used recently to

show that mitochondrial H2O2 release is elevated in insulin-resistant skeletal

muscle from obese Zucker rats compared to lean Zucker rats (Hey-Mogensen

et al., 2012). Finally, numerous novel methods, such as H2O2-selective fluo-

rescent probes (e.g., HyPer), have been developed by Rhee, Chang, Jeong,

and Kang (2010) for the assessment of H2O2 in biological fluids.

3. EFFECTS OF H2O2 ON THE GLUCOSE TRANSPORT
SYSTEM IN ISOLATED SKELETAL MUSCLE

3.1. Measurement of glucose transport in isolated skeletal
muscle preparations

Some basic information regarding the use of isolated skeletal muscle prepa-

rations would be prudent in this discussion. Except for very small rats (�70 g

or less), most isolated muscles, such as the soleus and extensor digitorum

longus, must be prepared into strips of smaller size (typically 25–35 mg)

for use in in vitro incubations (Henriksen & Holloszy, 1991). Detailed infor-

mation regarding the incubation conditions can be found in Henriksen et al.

(1990) and Henriksen and Jacob (1995). In brief, following exposure of the

muscles to the desired factors (e.g., H2O2) in Krebs-Henseleit buffer, the

muscles are rinsed briefly (10 min) in glucose-free medium. Glucose trans-

port activity is then assessed (typically for a 20-min period) by determining

the specific intracellular accumulation of the glucose analogue 2-deoxy-D-

glucose, using 1 mM 2-deoxy-[1,2-3H] glucose (2-DG) (300 mCi/mmol)

and 39 mM [U-14C] mannitol (0.8 mCi/mmol), with mannitol being used

to measure the extracellular space of the incubated muscle preparation. This

approach has been validated as a reliable method for measuring the rate of

transmembrane glucose transport (not glucose phosphorylation) (Hansen,

Gulve, & Holloszy, 1994).

3.2. H2O2 engagement of insulin signaling factors
in the absence of insulin

TheH2O2 enzymatic-generating system has been used in isolated rat skeletal

muscle to make some important observations regarding the impact of H2O2

on regulation of basal glucose transport activity. Exposure of rat soleus
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muscle to �50–70 mM H2O2 for 2 h results in enhanced glucose transport

activity associated with engagement of IR tyrosine phosphorylation and Akt

Ser473 phosphorylation (Kim et al., 2006), with additional (and likely redun-

dant) roles of the activation of AMPKa, p38 MAPK, and c-jun N-terminal

kinase (JNK) (Kim et al., 2006; Vichaiwong et al., 2009).

3.3. Impairment of insulin-stimulated insulin signaling
by H2O2

The H2O2 enzymatic-generating system has also been used to delineate the

deleterious effects of H2O2 on insulin action in the regulation of the glucose

transport system in isolated rat skeletal muscle. Exposure of muscle to

�70 mMH2O2 for 2–4 h or to�35 mMH2O2 for 6 h results in almost com-

plete insulin resistance of glucose transport activity, due to engagement of

various serine/threonine kinases known to negatively impact IRS-1-

dependent insulin signaling, including glycogen synthase kinase-3

(Dokken et al., 2008), p38 MAPK (Archuleta et al., 2009; Blair et al.,

1999; Diamond-Stanic et al., 2011; Maddux et al., 2001; Vichaiwong

et al., 2009), and JNK (Santos et al., 2012). It is likely that the collective

effects of these oxidant-activated kinases (and perhaps others yet to be inves-

tigated in this context) account for the complete impairment by H2O2 of

insulin-dependent glucose transport activity in isolated rat skeletal muscle

(Henriksen et al., 2011; Santos et al., 2012).

4. SUMMARY

This chapter presents an overview of the basic approach for exposing

isolated mammalian skeletal muscle preparations to low micromolar con-

centrations of the oxidant H2O2 for up to 6 h, using the H2O2

enzymatic-generating system set up previously for cultured fat and muscle

cells (Kozlovsky et al., 1997; Maddux et al., 2001; Rudich et al., 1997,

1998, 1999). Steady-state concentrations of H2O2 in the range of

30–90 mM can be produced by varying the amount of glucose oxidase added

to the incubationmedium. The exposure of isolated skeletal muscle toH2O2

in this manner can be used to investigate the molecular underpinnings for

the development of insulin resistance of glucose transport activity in this tis-

sue, a critical defect for the development of type 2 diabetes.
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Abstract

Understanding the roles and functions of reactive oxygen and nitrogen species in skel-
etal muscle requires the ability to monitor specific species at rest and during muscle use.
These species are generated at a variety of sites in muscle fibers, and approaches to their
analysis are becoming available. We utilize microdialysis approaches to sample the inter-
stitial space of skeletal muscle in vivo to allow continuous monitoring of nitric oxide and
some reactive oxygen species. The approach to monitor intracellular species that we
currently favor utilizes isolated single muscle fibers to allow the use of fluorescent pro-
bes and epifluorescence microscopy. Methods are described that illustrate these
approaches.
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1. INTRODUCTION

1.1. Nature of the free radicals and ROS that are generated
by skeletal muscle

The nature of the molecules generated by skeletal muscle that are known as

reactive oxygen species (ROS) or reactive nitrogen species (RNS) and

which include various free radicals has been extensively reviewed in recent

years (see Jackson, 2011; Powers & Jackson, 2008). In brief, skeletal muscle

fibers generate superoxide and nitric oxide (NO) as the primary species, and

these parent molecules lead to formation of several secondary ROS and

RNS. Both superoxide and NO are generated from various sources within

muscle fibers and in addition superoxide (Reid, Shoji, Moody, & Entman,

1992; McArdle et al., 2001), hydrogen peroxide (Vasilaki, Mansouri, et al.,

2006), and NO (Vasilaki, Mansouri, et al., 2006) are released into the inter-

stitial space from muscle fibers or generated on the extracellular side of the

muscle plasma membrane.

The intracellular contents and activities of superoxide, hydrogen perox-

ide, and NO are increased by contractile activity (Palomero, Pye, Kabayo,

Spiller, & Jackson, 2008; Pye, Kabayo, Palmero, & Jackson, 2007; Reid

et al., 1992), and superoxide, hydrogen peroxide, hydroxyl radical activity,

and NO are increased in the muscle interstitial space by contractile activity

(McArdle, Pattwell, Vasilaki, Griffiths, & Jackson, 2001; Pattwell, McArdle,

Morgan, Patridge, & Jackson, 2004; Vasilaki, Mansouri, et al., 2006). Since

the initial observations in the 1980s (Davies, Quintanilha, Brooks, & Packer,

1982; Jackson, Edwards, & Symons, 1985), most authors have assumed that

the ROS generated by contractions are predominantly generated by mito-

chondria, but recent data argue against this possibility (for discussion, see

Jackson, 2011). Nonmitochondrial sources for the generation of ROS

within skeletal muscle have not been extensively studied, but some potential

nonmitochondrial sources including NAD(P)H oxidase(s) have been

described in skeletal muscle (Javesghani, Magder, Barreiro, Quinn, &

Hussain, 2002). NAD(P)H oxidases localized to skeletal muscle plasma

membrane (Javesghani et al., 2002), sarcoplasmic reticulum (Xia, Webb,

Gnall, Cutler, & Abramson, 2003), T-tubules (Espinosa et al., 2006), and

mitochondria (Sakellariou et al., 2013) have been reported. The activity

of the T-tubule localized enzyme has also been claimed to be activated

by contractions (Espinosa et al., 2006), and inhibitor studies published

recently support the possibility that NADP(H) oxidases contribute to the
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increase in cytosolic superoxide generation during contractile activity. Both

Nox2 and Nox4 isoforms of NADPH oxidase have been reported to be pre-

sent in skeletal muscle (Sakellariou et al., 2013).

The sources of the extracellular ROS that are released from skeletal mus-

cle cells in culture or isolated muscle preparations are also relatively obscure.

Both hydrogen peroxide and NO can theoretically diffuse through the

plasmamembrane, and hence, intracellular sources for these species may play

a role (but see later for a further discussion of hydrogen peroxide). Although

superoxide has been frequently detected in the extracellular medium sur-

rounding muscle cells and isolated muscles (e.g., see McArdle et al.,

2001; Reid et al., 1992), substantial diffusion of this species (or its protonated

form) through a plasma membrane seems extremely unlikely (Halliwell &

Gutteridge, 1989). In intact muscle preparations, it appears that xanthine

oxidase enzymes in the endothelium associated with the muscle play an

important role in contraction-induced release of superoxide (Gomez-

Cabrera, Close, Kayani, McArdle, & Jackson, 2010). This source for

ROS generation has been claimed to play important roles in adaptations

of muscle to contractile activity (Gomez-Cabrera et al., 2005) but has been

relatively sparsely studied in recent years. In studies of isolated muscle fibers

and myotubes, the role of xanthine oxidase is unclear. Javesghani et al.

(2002) have reported release of ROS derived from a plasma membrane-

localized NAD(P)H oxidase. Other NAD(P)H-dependent systems have also

been implicated (for discussion, see Jackson, Pye, & Palomero, 2006). An

updated scheme depicting the various sites that have been identified for gen-

eration of ROS and NO in skeletal muscle has been recently published

(Jackson, 2011).

Relatively little is known about the factors that control ROS production

by skeletal muscle. Initial studies suggested that superoxide generation by

skeletal muscle was essentially a by-product of oxygen consumption by

mitochondria and many early authors quoted reports that 2–5% of the total

oxygen consumed by mitochondria undergoes one electron reduction and

generates substantial amounts of superoxide (Boveris & Chance, 1973;

Loschen, Azzi, Richter, & Flohe, 1974). This assumption was related to

exercise with the assumption that the increased ROS generation that

occurs during contractile activity was directly related to the elevated

oxygen consumption that occurs with increased mitochondrial activity,

implying potentially a 50- or 100-fold increase in superoxide generation

by skeletal muscle during aerobic contractions (e.g., see Kanter, 1994;

Urso & Clarkson, 2003). As previously reviewed (Jackson, 2008;
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Powers & Jackson, 2008), data now argue against such a substantial forma-

tion of superoxide within mitochondria. In particular, Brand and colleagues

reassessed the rate of production of ROS bymitochondria and indicated that

the upper estimate of the proportion of the electron flow giving rise to ROS

was an order of magnitude lower than the original minimum estimate (St-

Pierre, Buckingham, Roebuck, & Brand, 2002). In more recent data, inves-

tigators have targeted redox-sensitive probes to mitochondria of muscle

fibers and have been unable to demonstrate any change in mitochondrial

redox potential during contractile activity which they argue implies a lack

of mitochondrial ROS generation during contractions (Michaelson, Shi,

Ward, & Rodney, 2010). Recent inhibitor studies have also supported this

conclusion (Sakellariou et al., 2013).

The control of superoxide production by putative NAD(P)H oxidase

sources in skeletal muscle is unknown. In neutrophils and other phagocytic

cells, the NAD(P)H oxidase complex is assembled on membranes following

a stimulus for activation, but different mechanisms apply in many non-

phagocytic cells (Arora, Vaishya, Dabla, & Singh, 2010). Espinosa et al.

(2006) hypothesized that the T-tubule localized NAD(P)H oxidase might

be activated by depolarization of the T-tubules, but this has not been

confirmed.

Xanthine oxidase has been recognized to contribute to superoxide

generation in ischemia and reperfusion, but recent data also indicate

that the xanthine oxidase pathway is important in superoxide formation

in the extracellular fluid following a nondamaging protocol of muscle

contractions (Gomez-Cabrera et al., 2010). Most studies argue that in rela-

tively hypoxic tissues, anaerobic metabolism leads to proteolytic modifica-

tion of xanthine dehydrogenase to form xanthine oxidase (Nishino,

Okamoto, Eger, Pai, & Nishino, 2008) and to the increased availability

of the xanthine oxidase substrates, hypoxanthine, and xanthine (Pacher,

Nivorozhkin, & Szabó, 2006). This has led some workers to argue that

superoxide generation by contracting muscle during exercise is greatest at

exhaustion (Viña et al., 2000).

1.2. Physiological roles mediated by the H2O2 and other ROS
generated by contractions in skeletal muscle

While it is clear that oxidative damage to lipids, DNA, and protein may con-

tribute to tissue dysfunction in various situations, it seems likely that oxida-

tive damage is not induced to any substantial extent by themodest changes in

ROS concentrations/activities that occur during normal contractions but
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would be likely to require higher concentrations/activities or more

sustained exposure. There has been increasing recognition that ROS medi-

ate physiological processes in tissues, and these molecules have been recog-

nized as important signaling molecules with regulatory functions that

modulate changes in cell and tissue homeostasis and gene expression

(Dröge, 2002; Haddad, 2002; Jackson et al., 2002). Signaling by these reac-

tive molecules is mainly carried out by targeted modifications of specific res-

idues in proteins (Janssen-Heininger et al., 2008).

ROS appear to modulate a number of physiological responses in skeletal

muscle. A single period of contractile activity in mouse muscle was found to

increase the activity of muscle antioxidant defense enzymes such as super-

oxide dismutase (SOD) and catalase together with HSP60 and HSP70 con-

tent (McArdle et al., 2001), changes that were replicated in human muscle

studies. Other studies have implicated redox signaling in diverse processes in

muscle such as maintenance of force production during contractions, glu-

cose uptake, and insulin signaling (Powers & Jackson, 2008).

ROS have become increasingly recognized to mediate some adaptive

responses of skeletal muscle to contractile activity through the activation

of redox-sensitive transcription factors, such as NFkB, Activator

Protein-1, and Heat Shock Factor 1 (Cotto & Morimoto, 1999). NFkB
is a redox-regulated factor andROS have been proposed to be principal reg-

ulators of NFkB activation in many situations (Moran, Gutteridge, &

Quinlan, 2001). In skeletal muscle, NFkBmodulates expression of a number

of genes associated with myogenesis (Bakkar et al., 2008; Dahlman, Wang,

Bakkar, & Guttridge, 2009), catabolism-related genes (Bar-Shai, Carmeli, &

Reznick, 2005; Peterson & Guttridge, 2008; Van Gammeren, Damrauer,

Jackman, & Kandarian, 2009), and cytoprotective proteins during adapta-

tion to contractile activity (Vasilaki, McArdle, et al., 2006). Moreover, skel-

etal muscle has been identified as an endocrine organ producing cytokines

via NFkB activation following a number of stresses including systemic

inflammation or physical strain (Febbraio & Pedersen, 2005). Activation

of NFkB by ROS appears to involve oxidation of key cysteine residues

in the upstream activators of NFkB, and in many situations, the process is

inhibited by antioxidants or reducing agents. Thus, the increased ROS gen-

erated by skeletal muscle during contractions appear to stimulate various

adaptive responses in the muscle. Activation of redox-sensitive transcription

factors such as NFkB is one pathway by which these changes occur, but

many others are feasible. Activation of these responses is one of the key func-

tions of the ROS generated during contractions and is essential for
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maintenance of muscle cell homeostasis during repeated episodes of contrac-

tile activity.

1.3. Developments in approaches to study ROS in skeletal
muscle

Most studies in this area have used indirect approaches to assess ROS activ-

ities in contracting skeletal muscle, and traditional biochemical analyses to

study the redox couples for glutathione, etc., have utilized whole tissues.

In order to understand the manner in which ROS regulate redox-sensitive

processes and cellular adaptations in discrete compartments of the cell, it is

necessary to develop approaches that permit analyses of ROS in specific

body sites and within single cells and cell organelles and to differentiate

the sites of ROS activities.

2. MONITORING EXTRACELLULAR ROS USING
MICRODIALYSIS TECHNIQUES

The detection of ROS in biological systems is difficult because they

exist in very low concentrations and react rapidly close to their site of for-

mation (with either endogenous antioxidants or cellular components), thus

having little capacity to accumulate Camus et al. (1994). Consequently,

many of the discrepancies in the literature regarding the precise role of

ROS in skeletal muscle may be attributable to the difficulties and inaccura-

cies in the measurement of ROS (Close, AshtonT, Doran, & MacLaren,

2004). Most studies examining ROS generation by contracting skeletal

muscle have relied on indirect assays including changes in endogenous anti-

oxidant levels (e.g., Camus et al., 1994; Duthie, Robertson, Maughan, &

Morrice, 1990) and the measurement of indicators of total ROS activity,

such as products of lipid peroxidation (e.g., Close et al., 2004; Maughan

et al., 1989).

Since primaryROS are only found close to their site of synthesis, an assay

system that is designed to measure specific primary ROSmust have access to

this site. We have developed in vivo microdialysis approaches as a technique

that potentially permits this in tissues (Close, Ashton, McArdle, & Jackson,

2005). For a full review of the general technique and applications of in vivo

microdialysis, see Benveniste and Huttemeier (1990). Briefly, in vivomicro-

dialysis involves inserting a small probe containing a dialysis membrane into

the tissue of interest. Once the probe is in place, the membrane is perfused

on the inside with a physiological solution, whilst the outside of the
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membrane is in contact with the extracellular space. Small compounds will

perfuse across the dialysis membrane. The physiological solution is perfused

at a very slow flow rate allowing equilibrium to be reached between the

solution inside the membrane and the solution in contact with the mem-

brane on the outside. The dialysate can then be collected via the outlet port

for subsequent analysis.

The technique of in vivo microdialysis was first described in 1966 (Bito,

Davson, Levin, Murray, & Snider, 1966) to allow the collection of amino

acids from remote regions of the brain. The advantage of in vivomicrodialysis

is that it is the only technique that can collect many substances from remote

regions without causing major disruption of tissues (Benveniste &

Huttemeier, 1990). It has since been used in skeletal muscle to allow the

measurement of various substances including pain producing substances

(McArdle, Khera, Edwards, & Jackson, 1999), metabolites (Maclean,

Bangsbo, & Saltin, 1999), and most recently ROS (Close et al., 2005;

McArdle et al., 2001).

Microdialysis analyses of ROS in the extracellular space offer potential

advantages over analyses in the circulation since the ROS are removed from

potential large molecular weight reactants, and there is a reduced dilution

compared with the blood stream (Benveniste & Huttemeier, 1990). Studies

have used the technique of microdialysis to measure extracellular superoxide

release and extracellular hydroxyl radical activity (Close et al., 2005). These

studies involved perfusing cytochrome c and monitoring the reduction of

cytochrome c as a measure of superoxide release and perfusing salicylate

and measuring the production of 2,3-dihydroxybenzoic acid (DHB) for

assessment of hydroxyl radical activity. The cytochrome c assay for detection

of superoxide is based upon the reduction of ferricytochrome c by superox-

ide to form ferrocytochrome c. This reduction results in an increased

absorbance of cytochrome c at 550 nm that can be measured spectrophoto-

metrically (McArdle et al., 2001). We have reported an increase in the

reduction of cytochrome c in vivo during a period of nondamaging isometric

contractions using this assay (Close, Kayani, Ashton, McArdle, & Jackson,

2007; McArdle et al., 2001), although the validity of the cytochrome c assay

has been questioned (Close et al., 2005).

Reaction of hydroxyl radical with the aromatic ring of salicylate at either

the 3 or 5 position results in the formation of two stable metabolites, 2,3- and

2,5-DHB. These metabolites can then be separated and measured using

HPLC with electrochemical detection (HPLC-EC) as an indicator of

hydroxyl radical activity. It is recognized that 2,5-DHB can also be
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produced enzymatically and hencemay not be an accurate assay for hydroxyl

radical activity, and therefore, measurement of 2,3-DHB is preferred. This

technique is frequently cited as a measure of hydroxyl radical activity

(Halliwell & Gutteridge, 1989), although the specificity of this assay has also

been questioned. Specifically, it has been suggested that peroxynitrite

(ONOO�) may also contribute to the hydroxylation of salicylate and that

hydroxyl radical is not a prerequisite for these hydroxylation reactions

(Close et al., 2005).

2.1. Use ofmicrodialyis tomeasure extracellular ROS in skeletal
muscle

The increasing availability of microdialysis probes from commercial sources

has greatly improved the range and reliability of probes for study of skeletal

muscle. Two main types of probe have been used; the “loop” dialysis mem-

brane is effectively a short segment of a continuous tube, whereas “linear”

probes have a concentric tube arrangement whereby the perfusion fluid

enters through an inner tube, flows to its distal end, exits the tube, and enters

the space between the inner tube and an outer dialysis membrane. The per-

fusion fluid then moves toward the proximal end of the probe, and this is

where the dialysis takes place. A wide variety of different probes with dif-

ferent molecular weight cutoffs are available. The “linear” probes are widely

used in comparison with other types. Examples of probes can be found at the

following Web site http://www.microbiotech.se.

We have used the “linear” probes and have regularly used 10- or 4-mm

membrane probes with 0.5 mm diameter and a molecular weight cutoff of

35,000 Da (e.g., from Metalant, Sweden). Similar probes are commercially

available for use in a wide variety of animal species, and some have also been

specifically designed and approved for clinical use in man.

2.2. Experimental procedures
Detailed descriptions of the placement of the probes into suitable muscles of

anaesthetized rodents (or humans) have been published (Close et al., 2005;

McArdle et al., 2001). In the mouse, the gastrocnemiusmuscle has been more

frequently used to obtain the necessary muscle bulk. It is technically feasible

to place three or four probes in a single mouse gastrocnemius facilitating mul-

tiple measurements from the same muscle with the probes remaining in the

muscle of the anaesthetized rodent for up to 4 h.We have used this approach

to simultaneously monitor superoxide, hydrogen peroxide, NO, and

286 Malcolm J. Jackson

http://www.microbiotech.se


hydroxyl radical activity in mouse muscle extracellular fluid (Vasilaki,

Mansouri, et al., 2006). Inman, probes can be placed under local anaesthetic.

We have placed clinical probes in the quadriceps and tibialis anterior muscles,

although other muscles could undoubtedly be examined. An overview of

the approach that we have used is shown in Fig. 17.1.

Current approaches to assess ROS in the extracellular space

.
OH

salicylate Microdialysis probe

H2O2

H2O2

Cytochrome C

O2
-.

O2
-.

ONOO-

NO

.
OH

NO2
-

NO3
-

NO

Plasma membrane

Current fluorescent probes used for intracellular ROS

DHE 2-OH E*

HyPer

DCFH

DAF-FM

Figure 17.1 Schematic representation of the approaches used to detect ROS in tissue
extracellular space using chemical approaches and microdialysis techniques. The lower
section of the figure shows the general approaches that have been used to monitor
intracellular ROS using fluorescent probes. DCFH is widely used, but the lack of speci-
ficity of this probe and the problems with its use are widely described. The other probes
shown (DAF-FM, DHE, and HyPer) can offer greatly improved specificity but suffer from
other complications in use. Thus, the HyPer probe is genetically encoded and must,
therefore, be transfected into muscle, whereas the 2-hydroxyethidium product should
be specifically analyzed to obtain a specific measure of superoxide using DHE as the
indicator.
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2.2.1 Detection of hydroxyl radical activity in muscle extracellular space
in mice

Procedure: Microdialysis probes are perfused with 20 mM salicylate in normal

saline at a flow rate of 4 ml/min and allowed to stabilize for 30 min. Samples

are then collected from the outlet tubes of the probe over sequential 15 min

periods. The 2,3-DHB and 2,5-DHB generated from salicylate in the

microdialysis fluids are measured as an index of reaction with hydroxyl rad-

icals. 2,3-DHB and 2,5-DHB are measured by HPLC with electrochemical

detection. Our HPLC system consisted of a Rheodyne injector, HPLC

pump (Gilson Model 303), Spherisorb 5 ODS column (HPLC technology):

25 cm�4.6 mm with guard column and C-8 cartridge (BDH) and an elec-

trochemical detector (Gilson Model 141). The HPLC eluant consists of

34 mM sodium citrate, 27.7 mM acetate buffer (pH 4.75) mixed with meth-

anol 97.2:2.8 (v/v). Standard solutions of 2,3-DHB and 2,5-DHB are pre-

pared in HPLC grade water. Twenty microliters of samples or standards are

eluted at a flow rate of 0.9 ml/min and monitored at þ65 V with the elec-

trochemical detector.

With the conditions and probes described earlier, we have reported the

formation of approximately 150 pmol 2,3-DHB/15 min from mouse skel-

etal muscle at rest (Close et al., 2005; Vasilaki, Mansouri, et al., 2006). These

values change if different length probes are used, the molecular weight cutoff

differs or if the flow rate is varied. They are also likely to change with probes

of different composition, although we have not examined this.

We have examined the effect of electrical stimulation of contraction on

2,3-DHB formation in the extracellular fluid of the mouse gastrocnemius

muscle, and a rise of approximately 100% was observed (Close et al.,

2005; Vasilaki, Mansouri, et al., 2006).

2.2.2 Comment and limitations
There are a number of general drawbacks with the microdialysis to assess

ROS in skeletal muscle and some specific points related to the technique

used for assessment of extracellular hydroxyl radical activity which should

be considered:

1. The cellular source of material detected in the microdialysates cannot be

defined since the skeletal muscle ECF will be influenced by multiple cell

types, such as endothelial cells and white cells in addition to skeletal mus-

cle cells.
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2. Insertion of the probemust cause some local trauma to the tissue, and this

might theoretically influence ROS measurements to a greater degree

than other substances that are measured by microdialysis.

3. Recoveries of ROS across the microdialysis membrane have not been

defined and are much more difficult to quantify than for relatively stable

molecules. Attempts to undertake such studies have been relatively

unsuccessful (Close et al., 2005).

4. Formation of 2,3-DHB from salicylate in biological systems has been

claimed to occur specifically through hydroxyl radical-mediated

hydroxylation, although in vitro studies have indicated that reaction with

peroxynitrite also leads to hydroxylation of salicylate. Inhibitor studies

performed by our group are compatible with a major role for hydroxyl

radical in forming 2,3-DHB from salicylate in muscle microdialysates

(Close et al., 2005).

2.2.3 Detection of superoxide anion in muscle extracellular space
in mice

Procedure: Microdialyis probes are perfused with 50 mM cytochrome c in

normal saline at a flow rate of 4 ml/min and allowed to stabilize for 30 min.

Samples are then collected from the outlet tubes of the probe over sequential

15 min periods. Reduction of cytochrome c in the microdialysate is used as an

index of superoxide radical in the microdialysate. Samples are analyzed using

scanning visible spectrometry, and the superoxide content calculated from

the absorbance at 550 nm in comparison with the isobestic wavelengths at

542 and 560 nm. A molar extinction coefficient for reduced cytochrome c

of 21,000 is used for calculation of the superoxide anion concentration.

With the conditions and probes described earlier, we have reported that

levels of approximately 0.4 nmol superoxide/15 min can be detected in the

ECF of mouse skeletal muscle at rest (Close et al., 2005; McArdle et al.,

2001). Again, we have experience that demonstrates that these values change

if different length probes are used, the molecular weight cutoff differs, or if

the flow rate is varied and are also likely to change with probes of different

composition, although we have not examined this. The values for superox-

ide tend to decrease over the initial sequential 15-min collection periods, but

eventually stabilize (Close et al., 2005).We have examined the effect of elec-

trical stimulation of contraction on the reduction of cytochrome c in micro-

dialysates from the extracellular fluid of the mouse gastrocnemiusmuscle, and

a rise of approximately 60% was observed.
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2.2.4 Comment and limitations
1. The effect of trauma to tissues during probe insertion appears to be par-

ticularly important for superoxide detection.

2. The lack of specificity of cytochrome c reduction as a measure of super-

oxide is a potentially important drawback with this approach. In our ini-

tial study, we observed that levels of cytochrome c reduction in mouse

microdialysates were reduced by �50% on addition of purified SOD to

the perfusate (McArdle et al., 2001). It is likely that at least a proportion

of the reduction of cytochrome c occurs outside the microdialysis probe

since cytochrome c has a molecular weight of �12kDa, and the dialysis

membrane cutoff is 35 kDa. Hence, there will be substantial diffusion of

the cytochrome c out of the probe and because of the slow flow rate there

will also be diffusion back into the probe. In that case, addition of high-

molecular-weight purified SODs to the microdialysis fluid could not

prevent the reduction of cytochrome c by superoxide that occurs outside

the probe. Our inhibitor data indicate that NO was unlikely to make a

significant contribution to the reduction of cytochrome c in this system.

It has also been suggested that small molecules such as ascorbate or glu-

tathione can reduce cytochrome c in vivo, but in unpublished studies, we

have observed that reduction of microdialysate cytochrome c stopped

immediately on death of the mouse suggesting a dependence of this

reduction on metabolic activity that is not compatible with this hypoth-

esis. Overall, therefore, the data are consistent with superoxide playing a

substantial role in the reduction of cytochrome c in microdialysates, but

the lack of complete suppression of the reduction by exogenous SOD

means that we cannot define precise levels from the current data

(Close et al., 2005).

Other analyses that are feasible with microdialysis approaches include detec-

tion of ROS using spin traps with electron spin resonance detection, direct

chemical analyses of hydrogen peroxide, or measurement of nitrate and

nitrite as an index of NO release to the extracellular fluid (Vasilaki,

Mansouri, et al., 2006).

3. ASSESSMENT OF INTRACELLULAR ROS ACTIVITIES

3.1. Choice of model system
Skeletal muscle tissues contain numerous cell types including endothelial

cells, vascular smooth muscle cells, and inflammatory cells that can generate

ROS in addition to skeletal muscle fibers and hence evaluation of
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intracellular ROS activities specifically in muscle fibers requires some system

to allow direct access to the fibers. Several authors have examined the super-

ficial fibers of limb muscles and diaphragm as a means of undertaking single

fiber measurements, and others have laboriously dissected single fibers from

small rodent muscles. We have focused on approaches to monitor ROS

activities in single intact muscle fibers that are readily isolated by collagenase

digestion (Palomero et al., 2008; Pye et al., 2007) and in single myotubes.

These studies have used both general (McArdle, Pattwell, Vasilaki,

McArdle, & Jackson, 2005; Palomero et al., 2008; Vasilaki, Csete, et al.,

2006) and more specific (Sakellariou et al., 2011, 2013) probes for ROS

and NO (Pye et al., 2007). The single intact mature fiber preparation has

a variety of advantages over other approaches since these fibers are mature

in comparison with cultured myotubes, and the preparation is relatively

uncontaminated with nonmuscle cells. In our studies, fibers have been iso-

lated from the mouse flexor digitorum brevis (FDB) and used it to monitor in

real-time the changes in ROS activities in skeletal muscle cells, but isolation

from other small rodent muscles is also feasible. We have demonstrated

the use of this preparation with DAF-FM (to monitor NO) and

dichlorodihydrofluorescein (DCFH or CM-DCFH), an indicator that has

been used for a number of years and shown to be sensitive to a number

of ROS and RNS including hydrogen peroxide, superoxide, NO, and per-

oxynitrite and with DHE (to monitor superoxide).

3.1.1 Specific considerations for monitoring of superoxide and H2O2 in
single fibers

3.1.1.1 Cytosolic superoxide activity
Ethidium fluorescence following dihydroethidium (DHE) loading of iso-

lated cells has been used as an assay for intracellular superoxide (Zuo

et al., 2000). In the standard technique, oxidation of DHE within all parts

of the cell leads to the formation of ethidium that intercalates into nuclear

DNA, and fluorescence measurements have previously been made from

either the cytosol or nuclei of muscle cells. We have used this technique

to monitor the contraction-induced generation of superoxide in single

mature muscle fibers (Sakellariou et al., 2011). A development of this assay

to improve the specificity is analysis of the specific product of the reaction of

superoxide and DHE, 2-hydroxyethidium (Zhao et al., 2005). We have

developed a HPLC approach to measure 2-hydroxyethidium (Sakellariou

et al., 2011), but in addition, an alternative excitation wavelength

(396 nm) for fluorescence microscopy has been proposed that allows
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2-hydroxyethidium to be measured using fluorescence microscopy

(Robinson, Janes, & Beckman, 2008), although the validity of this approach

has been questioned.

3.1.1.2 Hydrogen peroxide
Although many previous studies have used 20,70-DCFH as an intracellular

fluorescent probe for H2O2 in cells (e.g., McArdle et al., 2005; Vasilaki,

Csete, et al., 2006), the lack of specificity of this compound actually pre-

cludes its use other than as a general probe for ROS (Murrant,

Andrade, & Reid, 1999). Alternative and specific assays for H2O2 have been

developed, such as the genetically encoded probe HyPer, in which yellow

fluorescent protein is inserted into the regulatory domain of the prokaryotic

H2O2 sensing protein, OxyR (Belousov et al., 2006).

3.1.1.3 Mitochondrial superoxide and hydrogen peroxide activities
Modifications of the above approaches permit the analyses of superoxide

activity and hydrogen peroxide in mitochondria. DHE has been linked

through a hexyl carbon chain to a triphenylphosphonium group to produce

a compound that accumulates in mitochondria in response to the negative

membrane potential. This compound is known as MitoSOX or Mito-HE

(Robinson et al., 2008), and we have used this in conjunction with confocal

microscopy to monitor mitochondrial superoxide generation (Sakellariou

et al., 2013).

To facilitate specific measurements of hydrogen peroxide activity

in mitochondria, a modified version of the genetically encoded probe

(HyPer-M) has been targeted to mitochondria by linkage to a mitochondrial

target sequence derived from subunit VIII precursor of cytochrome c oxidase

(Evrogen, Moscow) (Belousov et al., 2006). An overview of the approaches

that we have used to monitor intracellular ROS in muscle fibers is shown in

Fig. 17.1, and typical images of single isolated fibers loaded with different

probes are shown in Fig. 17.2.

3.1.2 Procedure: Use of DCFH and DHE as probes to monitor ROS
in isolated single muscle fibers

3.1.2.1 Isolation of single skeletal muscle fibers
The FDB muscles are removed from mice following humane killing and

placed into 0.4% type H collagenase (EC 3.4.24.3) (Sigma–Aldrich Co.

St. Louis, MO) solution in culture medium composed of minimum essential

medium (MEM) eagle (Sigma–Aldrich Co. St. Louis, MO) supplemented
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with 10% fetal bovine serum (Invitrogen Ltd., Paisley, UK) containing

2 mM glutamine, 50 i.u. penicillin, and 50 mg ml�1 streptomycin.

The FDB muscles are incubated in collagenase solution at 37 �C for 2 h,

and the mixture is manually shaken every 30 min to improve digestion

of the connective tissue. Fiber bundles that have not been separated

Figure 17.2 Example images of single isolated fibers from mouse FDB muscles loaded
with ROS sensitive probes. (A) Bright-field image; (B) fiber loaded with DCFH; (C) Fiber
loaded with DHE showing nuclear localization of the ethidium product.
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during the incubation are gently triturated by a wide-bore plastic pipette to

separate the fibers.

Free single muscle fibers are separated from damaged fibers and contam-

inating cells by centrifugation at low speed (600 g for 30 s). The fibers are

washed four times in fresh culture medium. Cleaned fibers are plated onto

35-mm dishes precoated with 120 ml of a 1:6 mixture of Vitrogen collagen

(Cohesion Technologies Inc., Palo Alto, CA) in 7� Dulbecco’s modified

Eagle’s medium (Invitrogen Ltd., Paisley, UK). Fibers are allowed to attach

for 30 min at 37 �C, 1 ml of fresh culture medium was added to each plate,

and fibers are cultured for 18 h at 37 �C in a 5% CO2 atmosphere.

3.1.2.2 Viability of single skeletal muscle fibers
The viability of the isolated muscle fibers in culture is determined by exam-

ination of their morphology by bright-field microscopy and by their ability

to exclude the vital stain, trypan blue. Fibers are incubated in a 0.04 mg/ml

solution of trypan blue (Sigma–Aldrich Co. St. Louis, MO) in culture

medium and examined under bright-field microscopy.

3.1.3 Loading of single skeletal muscle fibers with CM-DCFH DA
A solution of 5-(and-6)-chloromethyl-20,70-DCFH diacetate (CM-DCFH

DA) (Molecular Probes™, Invitrogen, Eugene, OR) is prepared daily in

absolute ethanol and kept at 4 �C. Culture plates containing isolated fibers

are washed with Dulbecco’s phosphate-buffered saline (D-PBS) (Sigma–

Aldrich Co. St. Louis, MO), and fibers are preincubated in D-PBS at

37 �C for 30 min. The medium is replaced by D-PBS-containing

CM-DCFH DA (17.5 mM) and incubated for 30 min at 37 �C. The fibers
are then washed with D-PBS and covered with MEM without Phenol

Red (Sigma–Aldrich Co. St. Louis, MO) for fluorescence microscopy.

5-(and-6)-CM-20, 70-DCFH is a derivative of DCFH modified to improve

retention by cells, the diacetate form (CM-DCFH DA) is a nonpolar mole-

cule that diffuses into the fibers and within the cytosol the acetate group is

cleaved by cytosolic esterases to yield CM-DCFH, a hydrophilic non-

fluorescent molecule that is retained by the cell.

3.1.4 Loading of fibers with DHE
Fibers are loaded by incubation in 2 ml D-PBS containing 5 mM DHE for

30 min at 37 �C. Cells are then washed twice with D-PBS, and the fibers are
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maintained in MEM without Phenol Red during the experimental

protocol.

3.1.5 Fluorescence microscopy and image analysis of CM-DCF
We have used a Zeiss Axiovert 200 M epifluorescence microscope equipped

with a �10 and �20 objectives and a 450–490 nm excitation/515–565 nm

emission filter set for CM-DCF fluorescence (Carl Zeiss Microimaging

GmbH, Jena, Germany). Images were acquired and analyzed using a

computer-controlled Zeiss HRc charged-coupled device (CCD) camera

(Carl Zeiss Microimaging GmbH, Jena, Germany) and by AxioVision 4.4

image capture and analysis software (Carl Zeiss Microimaging GmbH, Jena,

Germany) for quantification of changes in emission fluorescence. This soft-

ware allows measurements to be made from user-defined areas of the micro-

scope field; in this case, the fluorescence measurements were localized to

selected areas of the muscle fibers.

CM-DCF fluorescence from fibers is recorded at 15-min intervals over

45 min. Exposure of fibers to ultraviolet light is minimized by the use of a

500-ms exposure time.

3.1.6 Monitoring of DHE oxidation to assess intracellular superoxide
activity in isolated fibers

Fibers were loaded by incubation in 2 ml D-PBS containing 5 mMDHE for

30 min at 37 �C. Cells were then washed twice with D-PBS, and the fibers

were maintained in MEM without Phenol Red during the experimental

protocol.

3.1.7 Fluorescence microscopy and image analysis of DHE
The same image capture system andmicroscope equipped with both 500/20

excitation, 535/30 emission, and 510/60 excitation, 590 emission filter sets

(Carl Zeiss GmbH, Germany) was used. Using a �20 objective, fluores-

cence images were captured with a computer-controlled Zeiss MRm

CCD camera (Carl Zeiss GmbH, Germany) and analyzed with the Axio-

vision 4.0 image capture and analysis software (Carl Zeiss Vision, GmbH,

Germany).

3.1.8 Analysis of 2-hydroxyethidium by HPLC
In order to determine the specific product of DHE reaction with superoxide

(2-hydroxyethidium), the content was analyzed by HPLC essentially as

described by Zhao et al. (2005). All isolated fibers in a 35-mm dish were
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loaded with 5 mMDHE for 30 min at 37 �C as described earlier and washed

twice with D-PBS. At 15 min following loading 2-hydroxyethidium was

extracted by addition of 0.5 ml n-butanol to the sample. Following vortex

mixing, the butanol phase was separated and dried under nitrogen. The sam-

ple was reconstituted in 0.1 ml HPLC grade water prior to injection onto

the HPLC system. We had undertaken separation of 2-hydroxyethidium

from ethidium using a Ginkotech HPLC system with a C18 reverse phase

column (Partisil ODS-3, 250�4.5 mm). The solvent was initially 10%

acetonitrile in 0.1% trifluoroactetic acid and increased linearly to 70% ace-

tonitrile over 46 min with a flow rate of 0.5 ml/min. Detection was by fluo-

rescence with excitation at 510 nm and emission at 595 nm (Sakellariou

et al., 2011).

3.1.9 Comments and limitations
Although the use of isolated fibers facilitates the monitoring of ROS specif-

ically in muscle tissue, there are clear limitations of removing the fibers from

their in vivo environment. Thus, the fibers have no blood or nerve supply

and have been subjected to mechanical and chemical stress during their iso-

lation. We have examined the viability of isolated FDB in culture, and they

retain viability for 6–7 days, but significant changes in morphology occur

over that time.

The limitations of DCFH as a probe for ROS have been widely dis-

cussed, and it can only be thought of as a general probe. Readers are referred

to the recent review by Murphy et al. (2011) to be informed of this. DHE is

accepted as a specific probe when 2-hydroxyethidium is measured as the

specific product of the reaction, and this should be undertaken to validate

the fluorescence microscopy. The specificity of confocal approaches may

be improved with the new probes such as HyPer which are becoming used

in this area.

4. CONCLUDING REMARKS

A great deal has been learned about the generation of hydrogen per-

oxide and other ROS in skeletal muscle and on the effects of these reactive

substances on tissue function. The approaches described here provide a basis

for further studies of the nature and functions of these species in muscle and

in the interactions of muscle with other tissues.
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López-Torres, M., 102
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